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The behavioral state of a mammal impacts how the brain responds to visual stimuli as early as in the dorsolateral geniculate
nucleus of the thalamus (dLGN), the primary relay of visual information to the cortex. A clear example of this is the mark-
edly stronger response of dLGN neurons to higher temporal frequencies of the visual stimulus in alert as compared with qui-
escent animals. The dLGN receives strong feedback from the visual cortex, yet whether this feedback contributes to these
state-dependent responses to visual stimuli is poorly understood. Here, we show that in male and female mice, silencing cor-
tico-thalamic feedback profoundly reduces state-dependent differences in the response of dLGN neurons to visual stimuli.
This holds true for dLGN responses to both temporal and spatial features of the visual stimulus. These results reveal that the
state-dependent shift of the response to visual stimuli in an early stage of visual processing depends on cortico-thalamic
feedback.

Key words: behavioral state; cortico-thalamic feedback; dLGN; mouse; primary visual cortex; visual processing

Significance Statement

Brain state affects even the earliest stages of sensory processing. A clear example of this phenomenon is the change in tha-
lamic responses to visual stimuli depending on whether the animal’s brain is in an alert or quiescent state. Despite the radical
impact that brain state has on sensory processing, the underlying circuits are still poorly understood. Here, we show that both
the temporal and spatial response properties of thalamic neurons to visual stimuli depend on the state of the animal and, cru-
cially, that this state-dependent shift relies on the feedback projection from visual cortex to thalamus.

Introduction
While awake, animals shift between brain states: the alert state,
when animals engage with sensorimotor behaviors, and a quies-
cent state (Steriade, 1997; O’Connor et al., 2002; Bezdudnaya et
al., 2006; Hei et al., 2014). These shifts affect visual processing as
early as the dorsolateral geniculate nucleus of the thalamus
(dLGN). For example, in the alert state, dLGN neurons respond

better to visual stimuli that change rapidly in time, i.e., containing
high temporal frequencies, as compared with the quiescent state
(Bezdudnaya et al., 2006; Stoelzel et al., 2017; Aydin et al., 2018).
Numerous mechanisms have been proposed for these state-de-
pendent shifts in visual processing (Shapley and Victor, 1978,
1981; McCormick, 1992; Fanselow et al., 2001; Eyding et al.,
2003; Castro-Alamancos, 2004; Hirata et al., 2006; Ruiz et al.,
2006; de Labra et al., 2007; Huguenard and McCormick, 2007;
Briggs and Usrey, 2008; Liang et al., 2020; Schröder et al., 2020;
Molnár et al., 2021), yet the contribution of the cortical feed-
back projections to the dLGN has not been established.

Visual cortex sends massive feedback projections to the
dLGN via specific excitatory neurons located in layer 6 (Guillery,
1969). In fact, these projections outnumber the retinal input by
an order of magnitude (Van Horn et al., 2000). Because visual
cortex undergoes dramatic shifts in activity between the alert and
quiescent states (Niell and Stryker, 2010; Lee et al., 2014), visual
cortex, through its feedback to the thalamus, may well impact
the visual responses of the dLGN in a state-dependent manner.

While many studies have addressed the role of cortico-tha-
lamic feedback on visual responses in the dLGN (Destexhe,
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2000; O’Connor et al., 2002; McAlonan et al., 2006, 2008; Andolina
et al., 2007; Briggs and Usrey, 2011; Mease et al., 2014; Crandall et
al., 2015; Denman and Contreras, 2015; Kirchgessner et al., 2020;
Born et al., 2021), none of these studies tested whether cortico-
thalamic feedback contributes to the differences in the visual
response properties of the thalamus depending on the state of
the animal.

Here, we use optogenetic approaches to rapidly and reversibly
silence either visual cortex or the layer 6 cortico-thalamic neu-
rons, while simultaneously recording from the dLGN and the
hippocampus to record visual responses and to monitor brain
state, respectively. Silencing feedback projections removed brain
state-dependent differences in the temporal and spatial response
properties of dLGN neurons, without affecting brain state.
Therefore, feedback projections from visual cortex to the
thalamus contribute to the state-dependent shifts in how the
external world is represented even at this very early stage of
sensory processing.

Materials and Methods
Animal protocols
All procedures were conducted in accordance with the National Institutes
of Health guidelines and with the approval of the Committee on Animal
Care at University of California San Diego (protocol S02160M) and
University of California San Francisco (protocol AN131913). Animals
were housed on a reverse light cycle in cages of five mice or less. At the
time of electrophysiology, all animals were older than 3.5 weeks. Both
male and female animals were used in an approximately equal ratio.

Mouse lines
vGat-ChR2 (The Jackson Laboratory stock number 014548), Ntsr1-Cre.

Viruses
AAV2/9.CAG.flex.Arch.GFP from the University of North Carolina viral
vector core.

AAV2/1.CAG.flex.ChR2.GFP from the University of North Carolina
viral vector core.

AAV2/9.hSyn1.flex.GtACR2.FusionRed prepared at Janelia Research
Campus (titer used: 5*10^11).

Animal surgery: awake recordings
We implanted a chronic head frame for awake electrophysiology record-
ings at least 5 d before the recording.

Head frame surgery
Animals were anesthetized with 2% isoflurane. After removing the hair
on the head and sterilizing the skin, the skin on the top part of the skull
was removed. A bone scraper and a scalpel blade were used to clean and
score the surface of the skull. A bone screw was inserted bilaterally into
each skull plate at 0.75 mm anterior and 2 mm lateral of bregma. Then, a
thin layer of Vetbond was applied to the skull followed by the application
of dental cement mixed with black paint to affix the head frame to the
skull. The black dental cement covered all areas of the skull except pri-
mary visual cortex (V1) to prevent light for optogenetic stimulation
from accessing other cortical areas. This dental cement was also used to
build up a recording well for containing artificial CSF (ACSF) during in
vivo electrophysiology. A single dose of 10% buprenorphine was admin-
istered, and we checked on the mice daily after the surgery.

Electrophysiology in dLGN and V1
Before recording, we briefly anesthetized the mice to drill away the den-
tal cement covering the skull, as previously described (Reinhold et al.,
2015), to thin the skull over V1, and to make two small craniotomies
(each ;50 mm in diameter) over V1 and over the dorsal lateral genicu-
late nucleus (dLGN). We thinned the skull over V1 until it was transpar-
ent when coated in ACSF. We targeted the V1 recording to ;3.75 mm

posterior and 2.5 mm lateral of bregma, and we targeted the dLGN re-
cording to ;1.8 mm posterior and 2 mm lateral of bregma, and 2.4–3
mm beneath pia, measuring visual responses to help target the recording
sites in visual thalamus. For these recordings, we placed the V1 and
dLGN electrodes in the brain before allowing the animal to wake up
from anesthesia.

Marking recording track in visual thalamus
The electrode placed in visual thalamus was coated with DiI to
label the recording track, as previously described (Reinhold et al.,
2015). Recording sites in thalamus were then verified postmortem
(see below Verification of thalamic recording sites).

Recording the primary somatosensory cortex (S1) local field
potential (LFP)
We measured the LFP in primary somatosensory cortex (S1), with a 16-
channel linear extracellular array from a site;250mm beneath the pia.

Animal surgery: viral injections
Pup injections of ArchT into Ntsr1-Cre visual cortex
We injected AAV2/9.CAG.flex.Arch.GFP into the left visual cortex of
neonatal mouse pups between postnatal days 0 and 2, as previously
described (Reinhold et al., 2015). We did not record from these animals
before postnatal day 30.

Adult injections of GtACR2 into Ntsr1-Cre visual cortex
We performed three craniotomies per mouse in the left hemisphere
only. The craniotomies were located at (1) [0.4 mm anterior of lamb-
doid suture, 2.35 mm lateral of midline], (2) [0.4 mm anterior of
lambdoid suture, 2.85 mm lateral of midline], and (3) [1.2 mm ante-
rior of lambdoid suture, 2.6 mm lateral of midline]. Within each cra-
niotomy we performed one injection of 150 nl at each of two depths:
700 and 450mm. The injection speed was 30 nl/min. Recordings were
done at twoweeks postinjection because of virus toxicity observed at
31 weeks.

Postmortem histology
Animals were not perfused, but brains were fixed in 4% paraformaldehyde
(PFA) in PBS for two nights at 4°C. Brains were then transferred to 30%
sucrose for 2 d before sectioning on a freezing microtome. Sections were
50mm thick. We then mounted the sections with a mounting medium
containing DAPI. Sections were imaged using a fluorescent microscope.

Verification of thalamic recording sites
Electrophysiology recording tracks targeted to thalamus were marked
with DiI at the time of the recording (see above Marking recording track
in visual thalamus). Penetration of the dLGN was confirmed postmor-
tem. We discarded the data from mice in which we observed a recording
track outside of dLGN.

Habituating mice to recording set-up
Before recording, we placed each mouse on a circular treadmill in the
head-fix set-up for 30–60min each day for 3–5 d. Once the mouse
appeared comfortable in the head-fix, we proceeded with recordings.
Visual stimuli consisting of drifting gratings were presented during
habituation sessions.

Measuring running
We attached a rotary encoder to the circular treadmill to measure the
animal’s running speed and direction.

Extracellular electrophysiology
At each recording site in visual cortex or dLGN, we used either (1)
a 16-channel linear NeuroNexus silicon probe (A series), with ei-
ther 50- or 25-mm spacing between linearly arranged electrode
sites; or (2) a 32-channel linear NeuroNexus silicon probe with 20-
mm spacing between linearly arranged electrode sites. The 50-mm
spacing in the 16-channel linear probe enabled simultaneous record-
ings from all V1 layers. We used the 25-mm spacing to specifically
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target deeper V1 layers. Recording electrodes were connected to a 10�
or 20� preamplifying head-stage from AM Systems (Plexon adapter).
The dLGN recording was then amplified 200� using the AM Systems
3500 amplifier. The V1 recording was amplified 500� using the AM
Systems 3600 amplifier. Both extracellular voltage traces were filtered
between 0.1 Hz and 10 kHz at the amplification step. A National
Instruments Data Acquisition device was used to digitize the ana-
log voltage signals, before these signals were acquired and dis-
played in MATLAB (custom software by S. Olsen and K. Reinhold,
as in Reinhold et al., 2015).

Visual stimulation
Two types of visual stimulation were used:

Drifting gratings
Sinusoidal drifting gratings were oriented patterns of periodically vary-
ing luminance (i.e., black and white bars with graded transitions). Spatial
frequency and temporal frequency (i.e., drift speed) were varied for the
drifting gratings. Unless otherwise specified, figures show an average of
responses across spatial frequencies 0.02, 0.03, 0.04, 0.06, and 0.08 cycles
per degree (cpd) and a temporal frequency of 3Hz. For drifting gratings,
we used an LCD computer monitor for display (g -corrected, mean
luminance 50 cd/m2, refresh rate 60Hz) at a distance of 25 cm from the
eye contralateral to the V1 recording site. MATLAB’s Psychophysics
Toolbox was used to display the drifting gratings. Unless otherwise
specified, drifting grating contrast was 100%, and the mean luminance
of the drifting grating was matched to the gray interstimulus blank
screen.

Full-field flicker
By positioning a blue light-emitting diode (LED) in front of a lens (5�,
0.15NA), we placed an ;1/2-inch homogeneous beam over the eye of
the mouse contralateral to the recording sites. There was no spatial
structure to this beam. We flickered this LED at varying temporal fre-
quencies between 1 and 60Hz. Unless otherwise specified, the contrast
of this flicker was 100%, varying between 0 and 25 mW (;3.5 mW/
cm2). The luminance varied sinusoidally in time.

Measuring spontaneous activity
We measured spontaneous activity during the presentation of an
unchanging blank gray screen on the computer monitor (see above
Visual stimulation).

Photo-activation of cortical inhibitory interneurons to silence V1
excitatory cells
A blue LED (either 455 or 473 nm) coupled to an optical fiber with a
1-mm diameter was positioned just above the visual cortex, ipsilateral
to the dLGN recording. The skull was thinned above V1 and coated in
ACSF on the day of the electrophysiology experiment (see above, Animal
surgery: awake recordings), allowing the blue light from the LED (25 mW
total power) to penetrate the cortex. Because the vGat-ChR2 transgenic
mouse line expresses ChR2 in vGat1 inhibitory interneurons in the cor-
tex, blue light in cortex activates these inhibitory interneurons. The illumi-
nation of V1 inhibited putative excitatory neurons in cortex (Fig. 3A and
as in Reinhold et al., 2015).

Photo-inhibition of Ntsr11 neurons in visual cortex
ArchT
Either an amber LED (595nm, 20 mW) coupled to an optical fiber with
a 1-mm diameter or an amber laser (550nm, 25 mW) coupled to a fiber
with a 0.2-mm diameter was positioned just above the visual cortex, ipsi-
lateral to the dLGN recording. The skull was thinned over V1, as described
above (Electrophysiology in dLGN and V1). Illumination of visual cortex
led to suppression of neurons in V1 (Fig. 7A). We included data from
experiments using both the amber LED and the amber laser.

GtACR2
We used a blue LED (25 mW) coupled to an optical fiber with a 1-mm
diameter to illuminate the visual cortex (Fig. 7E).

Blue light control
We used ambient blue light surrounding the mouse to mask sight of
the blue LED used for optogenetic manipulation. Additionally, to test
whether the blue light emitted by the optogenetic LED could affect the
visual response directly (i.e., via the retina), in one mouse, we occluded
the craniotomy with opaque Kwik-Cast during the recording, after veri-
fying an effect of optogenetic cortical silencing on dLGN activity. The
blue optogenetic LED remained positioned above the visual cortex but
was unable to illuminate the cortex through the opaque Kwik-Cast. We
tested whether turning on the LED in this case, in the absence of any
optogenetic manipulation, had an effect on the visual response in dLGN.
There was no effect (data not shown). Similarly, when using the amber
LED/laser to inhibit ArchT-expressing Ntsr11 neurons in cortical layer
6, we used ambient amber light surrounding the mouse to mask sight of
the optogenetic amber LED/laser.

Data analysis: sorting single units
Multiunit activity
Multiunit activity was the high-pass-filtered electrophysiology signal
(above 300Hz).

Cluster selection
First, we clustered spike waveforms into clusters using UltraMegaSort
(D. N. Hill, S. B. Mehta, and D. Kleinfeld) by dividing each linear array
of 16 electrodes into four tetrodes (or 32 electrodes into eight tetrodes;
four neighboring electrodes in each tetrode) and then clustering spikes
based on the shape and size of spike waveforms on each tetrode. We
selected well-isolated clusters with spike waveform amplitudes well
above the spike detection threshold, which was set at 5.5 times the stand-
ard deviation of the high-frequency noise. We fit a Gaussian to the distri-
bution of spike waveform amplitudes in each selected cluster and
verified that .85% of the spikes in the cluster were above the spike
detection threshold. Furthermore, we ensured that, within each cluster,
there were fewer refractory period violations (i.e., cases when two spikes
occurred within 1.5ms of each other) than 1% of the number of total
spikes.

Defining and clustering bursts
Relay neurons in the dLGN sometimes burst. These bursts include a
few spikes from the same neuron, very close together in time (here we
define a burst as two or more spikes with an interspike interval of
,8ms), and the amplitude of the spike waveform decreases for each
spike in the burst, but the spike waveform shape does not change.
Because UltraMegaSort uses spike amplitude to cluster the spikes, it is
conceivable that smaller burst spikes from a dLGN unit might be
clustered separately from the nonburst spikes and from the first spike
in the burst. Our goal was to be sure that each single unit contained
the burst as well as nonburst spikes from the neuron (for example, see
Fig. 4B). Therefore, we used the following procedure to combine clus-
ters of burst and nonburst spikes likely belonging to the same source,
a single neuron. After selecting well-isolated clusters (see above
Cluster selection), we inspected all pairwise combinations of these
clusters and permanently combined the two clusters, e.g., cluster 1
and cluster 2, if the following conditions were met:

1. The average waveforms of cluster 1 across the tetrode scaled very
precisely, as determined by-eye, onto the average waveforms of
cluster 2 (i.e., same shapes of spike waveforms, although spike
waveform sizes may differ).

2. If one cluster in the pair had smaller-sized spike waveforms, this
cluster contained fewer spikes than the cluster with larger spike
waveforms (because smaller spikes should only occur after the first
large spike in a burst).

3. More than 5% of the spikes in the cluster with the smaller spike
waveforms should immediately follow (i.e., occur within 10 ms of) a
spike in the cluster with larger spike waveforms.

4. The combined cluster (composed of the cluster pair) contained
fewer refractory period violations than 1% of the total number of
spikes in the combined cluster.
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We iterated this procedure on the clusters that emerged after a
first round of combinations, and iterated again on the output of
that round of combinations, and so forth, until all pairs of clusters
meeting the above criteria had been combined and no more clus-
ters could be combined according to these criteria. We inspected
this final set of clusters by-eye and validated only the clusters with
spike amplitude modes well above the spike detection threshold
and with fewer refractory period violations than 1% of the total
number of spikes in the cluster. These final, curated clusters were
the single units used for further analysis.

Sorting cortical units
For extracellular units recorded in cortex, we sorted the spike waveform
clusters as described above Cluster selection, but we did not further com-
bine clusters to find the burst spikes.

Separating regular-spiking (RS) and fast-spiking (FS) units in cortex
We measured the half-width of a spike waveform at its half-maximum
height. We separated the regular-spiking (putative excitatory) units and
fast-spiking (putative inhibitory) units in the cortex as described in
(Reinhold et al., 2015).

Data analysis: separating the alert and quiescent brain states
A 16-site or 32-site linear extracellular recording electrode was placed at
a depth such that the top channel on this electrode would sit in the ven-
tral part of hippocampus and the bottom channels on this electrode
would penetrate dLGN (see above, Extracellular electrophysiology).
Thus, we could measure the local field potential (LFP) from the hip-
pocampus and record single units in dLGN simultaneously. We
measured the theta power in the hippocampal LFP to distinguish the
alert and quiescent brain states. We used the mtspecgramc function
in Chronux (Bokil et al., 2010) to measure the theta power of the hip-
pocampal LFP. We defined the theta power as the power between
5 and 7Hz minus the power at 2 and 4Hz, as previously shown
(Bezdudnaya et al., 2006). We calculated the power in each of these
frequency bands over 0.8-s-long time windows by passing the following
parameters to Chronux: movingwin = [0.8 0.2] and params.tapers = [3
5], to specify a time window of 0.8 s with a step size of 0.2 s and a time-
bandwidth product of three with five tapers. Finally, we normalized the
power spectrum by its sum across all frequencies at each time point to
focus the analysis on the relative power in different frequency bands.
For each experiment, we plotted a histogram of the theta power aver-
aged across trials in the experiment. Note that silencing cortex does
not change the theta power in hippocampus (see Fig. 3B); thus, we
included time windows when the blue LED was illuminating cortex.
We inspected this bimodally distributed histogram of theta power (Fig.
1B, scatter plot) and selected, by-eye, the theta power threshold that
seemed to best divide the two modes in the histogram. We classified
trials with an average theta power above this threshold as “alert” and
trials with an average theta power below this threshold as “quiescent.”
The mice were often but not always running in the alert state. For
example, in Figure 1, each trial lasted for 14.5 s, and, of the trials classi-
fied as alert, 86% of these theta trials showed running. Here, “running”
means that the mouse ran continuously for at least 1 s. When calculat-
ing the fraction of time spent in each brain state, we smoothed the theta
power using 4-s bins.

Data analysis: measuring cortical synchronization
We recorded the LFP in V1 using an extracellular electrode (see
above Extracellular electrophysiology). We then calculated the
cortical synchronization as the low-frequency LFP power (0.5–
6 Hz) minus the high-frequency LFP power (30–80 Hz). We used
the mtspecgramc function in Chronux to measure the power over
0.8-s-long time windows and passed this function the following pa-
rameters: movingwin = [0.8 0.2] and params.tapers = [3 5], to spec-
ify a time window of 0.8 s with a step size of 0.2 s and a time-
bandwidth product of three with five tapers. We normalized the
power spectrum at each time point by its sum across all frequencies.

Data analysis: units of LFP power spectrum, hippocampus theta,
and cortex synchronization
In general, the units of the power spectrum of the LFP are V2Hz�1.
However, in the cases of hippocampus theta and cortex synchronization,
we normalized the power spectrum by its sum across all frequencies at
each time point, to focus on the relative power across different frequency
bands. Therefore, these are normalized measures.

Data analysis: quantifying power of the F1 response
F1 response to full-field flicker at varying temporal frequencies
We presented full-field visual flicker at frequencies between 1 and 60Hz.
The stimulus structure was the following: 1 s of mean-luminance base-
line (no flicker), 2 s of full-field flicker modulated sinusoidally in time,
then another 2 s of mean-luminance baseline. We calculated the unit’s
trial-averaged peri-stimulus time histogram (PSTH), a binned count of
spikes per second, as the unit’s response. We measured the F1 response
to this full-field flicker using the mtspectrumpb function in Chronux
(Bokil et al., 2010) over the full 2 s of the time-varying visual stimulus.
We passed the following parameters to mtspectrumpb: params.tapers =
[0.9 2 0], to specify a bandwidth of 0.9, a time window of 2 s and three
tapers. We measured the F1 response as the power in the response fre-
quency matching the stimulus temporal frequency. We averaged the
PSTH of the unit’s spiking before taking the power.

F2 response
In Figure 2 D,E, we measured the F2 response as the power at the
response frequency equivalent to two times the stimulus temporal
frequency.

F1 response to drifting gratings
We measured the power of a single unit’s F1 response to a drifting gra-
ting visual stimulus with a fundamental temporal frequency of 3Hz as
follows. We calculated the unit’s trial-averaged PSTH, a binned count of
spikes per second, as the unit’s response. We then used the mtspec-
grampb function in Chronux (Bokil et al., 2010) to measure the power at
3Hz in that unit’s response. We averaged the PSTH of the unit’s spiking
before taking the power. Unless otherwise noted, we measured the
power at 3Hz over a time window of 1 s. We then stepped this 1-s-long
time window along the PSTH, at intervals of 0.05 s, to get a smoothly
varying F1 power over time. We passed the following parameters to
Chronux: movingwin = [1 0.05] and params.tapers = [5 6] (note that the
first number, 5, is the time-bandwidth product), specifying a time win-
dow of 1 s in steps of 0.05 s and six tapers. When we measured the
response to a visual stimulus with a temporal frequency of 1 Hz, we
used a 2-s time window for the power calculation (see above, F1
response to full-field flicker at varying temporal frequencies, for a
discussion of the frequency response curves as in Fig. 1E). We
present the F1 power as follows. In the figures, we show the raw F1
power of spiking activity in units of 1e5. An F1 power of 0.1 in
units of 1e5 (i.e., 1e4) roughly corresponds to a PSTH with a 10
spikes per second peak-to-trough sinusoidal modulation at 3 Hz
only; an F1 power of 4 in units of 1e5 corresponds roughly to a
PSTH with a 20 spikes per second peak-to-trough sinusoidal mod-
ulation at 3 Hz; and an F1 power of 16 in units of 1e5 corresponds
roughly to a PSTH with a 40 spikes per second peak-to-trough si-
nusoidal modulation at 3 Hz.

Power calculation before or after trial averaging
Unless otherwise specified, we measured the F1 power of the trial-aver-
aged PSTH. However, we also measured the F1 power of each individual
trial before averaging across trials to control for any change in eye posi-
tion across trials, although rodents make more, not fewer, eye move-
ments when running (Wallace et al., 2013), and this should, if anything,
lower F1 amplitude during the alert as compared with the quiescent
state, whereas we see higher F1 amplitude during the alert state. Also
note that this method is more likely to pick up spontaneous low-fre-
quency activity as spurious 3-Hz visually evoked signal. All results were
qualitatively unchanged using either analysis approach (data not
shown).
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Data analysis: normalization of F1 power
In some cases, we present the F1 power across units normalized to a cer-
tain condition, for example, in Figure 1. First, we subtracted the baseline
F1 power before the onset of the visual stimulus. Second, each unit’s F1
response was divided by its total power across all response frequencies
between 0 and 250Hz. Third, we normalized the response curve across
all temporal or spatial frequencies to the average response within a cer-
tain condition (e.g., control condition). We always confirmed that effects
shown in the normalized plot qualitatively matched the effects on the
raw F1 power, and we always show the raw data in other plots as well as
normalized data.

Data analysis: normalizing single-unit peri-stimulus time histogram
(PSTH) of F1 power
Unless otherwise specified, the average PSTH of F1 power was presented
as an average across all single units. Where specified as normalized, the

PSTH of F1 power was divided by the average visually evoked F1 power
(i.e., during the visual stimulus) in the control condition (no optogenetic
manipulation), to show the fractional change as a result of the optoge-
netic manipulation. We normalized each single unit’s F1 power to its
own visually evoked F1 power in control conditions after subtracting the
baseline F1 power. Note that, in the case that a unit had a small visually
evoked F1 response with respect to baseline, this normalization ampli-
fied noise. Thus, we chose to include only the most visually responsive
units in the normalized PSTH. These were the units with the largest
increase in F1 power with respect to baseline (see next section).

Data analysis: selecting visually responsive units
When we presented the raw, non-normalized data, we included all units
recorded in dLGN. However, when we presented a normalized PSTH of
F1 power, we selected only the visually responsive units, because includ-
ing nonvisually responsive units in the normalized figure amplifies noise.

Figure 1. Silencing the visual cortex removed brain state-specific features of the visual responses of dLGN neurons. A, Schematic of experimental configuration.
Electrophysiological recording in the dLGN of an awake, head-fixed mouse free to run or rest on a circular treadmill during the presentation of a full-field, flickering visual
stimulus, and the optogenetic silencing of visual cortex by LED illumination of ChR2-expressing inhibitory cortical interneurons (vGat-ChR2). B, Scatter plot of hippocampus
theta (hippocampal LFP power at 5–7 Hz minus power at 2–4 Hz) versus cortex synchronization (V1 LFP power at 0.5–6 Hz minus power at 30–80 Hz; Materials and
Methods). Each dot is average across one 14.5-s-long trial. All trials from example recording session in 1 mouse. Black (nonrunning) versus pink (running) indicates the ani-
mal’s motor behavior on each trial. Histograms show the distributions of hippocampus theta and cortex synchronization along each axis. C, Example single trials of simulta-
neously recorded hippocampal LFP (dark red) and visual cortex LFP (black) before, during and after presentation of a visual stimulus consisting of a drifting grating (black
and white stripes above traces). Top two traces, Trial during the quiescent brain state (gray star in scatter in B). Bottom two traces, trial during the alert brain state (dark
red star in B). D, Example frequency response of a single unit recorded in dLGN. Experimental set-up as described in A. Visual stimulus: full-field flicker at temporal frequen-
cies from 1 to 60 Hz. Panels left to right, Left, Control comparing quiescent and alert brain states, with each curve normalized to the average response in quiescent state
across all visual stimulus frequencies. Second from left, During cortical silencing, comparing quiescent and alert brain states, with each curve normalized to the average
response across all visual stimulus frequencies during control in quiescent state. Second from right, During quiescent state, comparing curves with and without cortical
silencing, normalized to the average response in quiescent state control across all visual stimulus frequencies. Right, During alert state, comparing curves with and without
cortical silencing, normalized to the average response in alert state control across all visual stimulus frequencies. E, Average frequency responses (n = 254 units from 5 mice;
mean and SEM) across conditions during presentation of full-field flicker at temporal frequencies shown on x-axis. F1 power was baseline-subtracted and normalized (each
unit’s curves normalized as in D; Materials and Methods) to response across all frequencies.
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To pick the visually responsive units, we chose a threshold F1 power
and included all units with an F1 response greater than this. We
chose a threshold to separate the top 25% of units with the largest F1
responses. These were the units deemed “visually responsive.”
When we show figures including only visually responsive units, we
always also show, somewhere else, the same experiment including
all units recorded in dLGN (even units without a visual response).
Thus, we always show both the result including all units as well as
the result including only the visually responsive units. This occa-
sionally produced differences in the exact magnitude of the effect
but no change in the qualitative effect.

Data analysis: measuring the power spectrum of the S1 LFP
Wemeasured the LFP in somatosensory cortex (S1) using an extracel-
lular electrode (see above Recording the primary somatosensory
cortex (S1) local field potential (LFP)). We calculated the power spec-
trum of the S1 LFP using the mtspectrumc function in Chronux. We
passed the following parameters to this function: params.tapers = [3
5], specifying a time-bandwidth product of three and five tapers.

Data analysis: fraction burst spikes
To test whether the dLGN units that bursted more also showed a bigger
effect of cortical silencing, we calculated the fraction of each unit’s spikes

Figure 2. Silencing visual cortex and the effects on the dLGN frequency response across various temporal frequencies of the visual stimulus. A, Example single units. Trial-averaged visual
responses (peri-stimulus time histogram, PSTH) of two example single units in dLGN. Setup as in Figure 1. Black: control; blue: cortical silencing. Note that at low stimulus frequencies (4 Hz) cortical
silencing increases the amplitude of the F1 response in the quiescent state, while at high stimulus frequencies (20 Hz) cortical silencing decreases the amplitude of the F1 response in the alert state.
B, Summary of brain state-dependent and cortical feedback-dependent shifts across all dLGN units. Top rows, Distribution of alert minus quiescent F1 power for low (3–12 Hz; left) and high (13–
40 Hz; right) stimulus frequencies in control (top) and cortical silencing (bottom). Distributions skewed toward positive values indicate that the alert F1 response was greater than the quiescent F1
response (n= 254 from 5 mice). p-values are from Wilcoxon signed-rank test. Note that with cortical silencing the distributions are centered around 0. Bottom rows, Distribution of cortical silencing
minus control F1 power (normalized to control) for low (left) and high (right) stimulus frequencies in quiescent (top) and alert (bottom) conditions. Distribution skewed toward positive values indi-
cates that the F1 response was larger during cortical silencing. Note the positively skewed distribution at low frequencies in the quiescent state and the negatively skewed distribution at high fre-
quencies in the alert state. C, The population-level effects of cortical silencing in B may result from either (option A) an increase in the amplitude of visually responsive units preferring low temporal
frequencies in the quiescent state and a decrease in the amplitude of visually responsive units preferring high temporal frequencies in the alert state, or (option B) shifts in the temporal frequency
tuning of individual units. To distinguish between these possibilities, we plot the preferred visual stimulus temporal frequency of each individual single unit for units where we recorded sufficient
data across all visual stimuli and brain states. We see shifts in the preferred temporal frequencies of individual single units (option B). C shows the change in preferred frequency of dLGN units as a
function of brain state and cortical silencing. Color of dot is the power of that unit’s F1 response at the preferred visual stimulus frequency, referring to the quiescent control F1 response (color scale
to the left). Panel labeled “Control,” Preferred visual stimulus temporal frequency in quiescent versus alert (each dot is one unit). Panel labeled “Quiescent,” Preferred visual stimulus temporal fre-
quency in quiescent state in control versus cortical silencing. Panel labeled “Alert,” Preferred visual stimulus temporal frequency in alert state in control versus cortical silencing. Panel labeled “LED,”
Preferred visual stimulus temporal frequency during cortical silencing in quiescent versus alert (n= 92 units from 3 mice). D, Some units in dLGN respond to both increases and decreases in lumi-
nance and would therefore be expected to respond at double the temporal frequency of the visual stimulus (F2 response). To test whether the brain state-specific effects of cortical silencing are sim-
ilar for F2 responses, here we consider the F2 responses of dLGN units. Average and SEM of amplitude of dLGN single-unit F2 response to full-field flicker stimuli in the quiescent state. Each unit’s
response is normalized by the integral of that unit’s total response (Materials and Methods). Black: control; blue: during cortical silencing. Asterisks indicate significant change with cortical silencing
(p-values in table at right, paired Wilcoxon sign-rank test comparing control versus LED, asterisks indicate p, 0.05). E, As in D but for alert state.
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that occurred in bursts. For instance, a “fraction burst
spikes” of 0.1 for a unit indicates that 10% of all its
spikes occurred in bursts.

Data analysis: selecting putative Ntsr11 single units
ArchT or GtACR2
We aimed to quantify the fraction of Ntsr11 units in
cortex suppressed by the ArchT or GtACR2 optogenetic
manipulation. Because we injected Cre-dependent ArchT
or Cre-dependent GtACR2 into layer 6 of the visual cor-
tex of the Ntsr1-Cre line, we expected a fraction of
Ntsr11 neurons to express ArchT or GtACR2 and there-
fore be suppressed by illumination with amber/blue light.
However, an alternate source of suppression of corti-
cal neurons needed to be considered: our data showed
that suppressing cortical feedback onto thalamus led
to a decrease in thalamic spontaneous activity, which
is expected to lead to a decrease in cortical spontane-
ous activity (Reinhold et al., 2015). Thus, cortical units
suppressed by illumination with amber light were likely to
include both directly suppressed ArchT-expressing or
GtACR2-expressing Ntsr11 units and cortical units driven
by thalamic input. To study this, we considered the ArchT
experiments. To identify the directly suppressed ArchT-
expressing Ntsr11 units, we noted that these units should
be suppressed before dLGN spontaneous activity was
suppressed. We measured the time course of suppres-
sion of spontaneous activity in dLGN and found that
its onset was delayed by 35ms with respect to the onset
of the amber LED directed at cortex (Fig. 7C,D).
Hence, we searched for units in the deep layers of cor-
tex that were suppressed within the first 35ms of the
onset of the amber LED. These units represented puta-
tive ArchT-expressing Ntsr11 neurons. (We used the
same criterion for selecting GtACR2-expressing, puta-
tive Ntsr11 units in visual cortex.)

For recordings in visual cortex in the Ntsr1-Cre
mice, we positioned the 16-channel recording electrode
in V1 such that the bottom-most channels on the elec-
trode array were ventral to cortex (i.e., no spiking), and

Figure 3. Silencing of visual cortex is efficient and does not alter brain state. A, Top, Impact of LED
illumination on spontaneous activity of V1 units in vGat-ChR2 mice depending on spike shape (across
all layers). y-axis is spontaneous firing rate in control minus firing rate during LED illumination of cor-
tex. Negative values indicate increase in firing rate by LED. x-axis is half-width at half-max of average
spike waveform for each unit. Black vertical line indicates threshold for classifying units as regular-
spiking or fast spiking (regular-spiking if spike half-width above threshold, n = 213 units from 3 mice).
Bottom, Time course of the impact of LED illumination on the spontaneous activity of regular spiking
units in V1 of vGat-ChR2 mice. Average and SEM from 213 units from three mice. Black trace is control;
blue is with LED illumination. Blue bar indicates duration of LED illumination. All single unit firing
rates normalized to 1-s baseline preceding LED onset. B, Each row is a different mouse. Left column,
Histogram of hippocampus theta difference (theta diff: power at 5–7 Hz minus power at 2–4 Hz) across
14.5-s-long intervals from multiple example mice, with or without LED illumination of V1 to silence
cortex. Right column, (y-axis) raw F1 power in units of 10e5 averaged across all dLGN single units with
(blue) or without (black) LED illumination of V1 to silence cortex as a function of (x-axis) time from
visual stimulus onset. Note clear dLGN F1 increase without change in hippocampus theta difference. C,
No change in local field potential (LFP) in somatosensory cortex (S1) during silencing of visual cortex.
Average and 95% confidence intervals of power spectrum of S1 LFP of three recordings from two mice.
Black is control. Blue is on interleaved trials during silencing of visual cortex including quiescent and
alert trials.

Table 1. List of mice

Number of
mice

Number of
recording
sessions

Genotype
and/or virus

Vis stims
presented

Units recorded
(well isolated
single units)

Units included
in figure Selection criteria Which figure

Fraction
trials
quiescent

Fraction
trials alert

5 14 vGat-ChR2 Flicker, rev gratings 254 254 n/a Figures 1E, 2B, 9A,B 0.76 0.24
5 14 vGat-ChR2 Flicker, rev gratings 254 109 Missing trials at vis stim fre-

quency � brain state
Figure 2C,D 0.76 0.24

4 4 Ntsr1-GtACR2 Flicker 87 43 �20% suppression of sponta-
neous activity

Figure 6B 0.53 0.47

4 4 Ntsr1-GtACR2 Flicker 87 87 n/a Figure 7F 0.53 0.47
4 4 Ntsr1-GtACR2 Flicker 87 75 Visual response.0 to exclude

effects on spontaneous
activity

Figure 9C 0.53 0.47

4 4 Ntsr1-GtACR2 DG (0.03) 87 87 n/a Figure 8D–F 0.77 0.23
4 4 Ntsr1-GtACR2 Flicker 87 74 Visual response.0 to exclude

effects on spontaneous ac-
tivity, excluded one outlier

Figure 9A,B 0.53 0.47

6 20 vGat-ChR2 No stim, DG (0.03), DG
(various spat freqs)

377 377 n/a Figure 4, Figure 5 0.75 0.25

5 14 vGat-ChR2 DG (various spat freqs) 238 238 n/a Figure 10 0.71 0.29
5 12 Ntsr1-ArchT DG (various spat freqs) 221 195 Excluded units with baseline

firing rate.20 Hz (possible
multiunit); removed 5 out-
liers, not enough trials,
divide by 0

Figure 11 0.55 0.45

4 7 Ntsr1-ArchT No visual stim, DG (0.03) 144 144 n/a Figure 8 0.56 0.44
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the electrode was placed at an angle of;40° from the tangent to the pia.
We then measured putative layer 6 as the bottom-most 400mm on the
angled recording electrode, with respect to the deepest well-isolated sin-
gle unit. Accounting for the electrode angle, this represents the bottom-
most 250mm of cortex, consistent with the size of layer 6 in the mouse.

Single units were classified as putative ArchT-expressing or GtACR2-
expressing if they met the following criteria:

1. Recorded in putative layer 6.
2. Regular-spiking (see above Separating regular-spiking (RS) and

fast-spiking (FS) units in cortex).

3. Mean firing rate significantly suppressed within the first 35 ms of
the onset of the amber/blue LED (p-value , 0.05 according to
Wilcoxon rank-sum).

4. Or mean firing rate suppressed (p-value , 0.2 according to
Wilcoxon rank-sum) within the first 35 ms of the onset of the
amber/blue LED and firing rate still suppressed (including n.s.
units) throughout visual stimulation (vs dLGN activity, which
is not clearly suppressed during visual stimulation).

We found 25 out of 157 putative layer 6 regular-spiking units that
met these criteria for the ArchT experiments. Because the Ntsr11 neu-
rons are ;60% of the total neurons in cortical layer 6 (Bortone et al.,
2014), our results suggest that ;25% of the Ntsr11 neurons expressed
ArchT and were directly inhibited by illumination with amber light.
(Note that, given these criteria, chance would predict that we see only
11.5% of putative layer 6 regular-spiking units that meet the criteria.)

Figure 4. Silencing V1 decreases the spontaneous activity and increases bursting of dLGN
neurons in alert and quiescent brain states. A, Time course of the impact of V1 silencing on
the spontaneous activity of dLGN units in the quiescent (left) and alert (right) state. Plots are
average and SEM (n= 377 units from 6 mice). Black: control; blue: during cortex silencing in
vGat-ChR2 mice. Blue bar above plots indicates the duration of LED illumination of visual cor-
tex. B, Top, Example raw trace of spike burst from dLGN unit. Asterisks mark spikes in burst.
Center, Average waveforms of first, second, and third spikes in burst from this same dLGN
unit. Bottom, Histogram of spike waveform amplitudes across all spikes from this unit.
Dotted vertical line indicates spike detection threshold. C, Response of example unit in B dur-
ing quiescent state to onset of LED illumination of V1 to silence cortex (randomly selected
example trials). Blue bar: LED illumination of V1 to silence cortex. Top, Spike raster plots
without and with LED illumination. Red lines are bursts (see Materials and Methods for
details on detecting bursts). Bottom, Peri-stimulus time histograms of spiking in this dLGN
unit, across all trials (including trials not shown in raster). Blue lines are trials with cortical
silencing. Black lines are control. Bottom row shows the fraction of total spikes that occur in
bursts for this same unit. D, Average across dLGN units of the fraction of burst spikes during
spontaneous activity (no visual stimulus) in quiescent versus alert brain states. p-value is
from paired Wilcoxon sign-rank (n= 377 units from 6 mice). E, PSTH (average and SEM) of
the fraction of all spikes that occur in bursts across all dLGN units (n= 377 units from 6
mice) in control (black) and in response to cortical silencing (blue). Left, In quiescent state.
Right, In alert state.

Figure 5. Silencing the visual cortex profoundly reduces the brain state-specific differences
in the visually evoked F1 response of dLGN neurons to drifting gratings. Schematic shows
awake head-fixed mouse free to run or rest on a circular treadmill during electrophysiology
recording and presentation of drifting gratings while silencing visual cortex by LED illumina-
tion of ChR2-expressing inhibitory cortical interneurons (vGat-ChR2). A, Top, Example dLGN
multiunit (MU) traces before and during presentation of drifting gratings (0.03 cycles per
degree at 3 Hz). Black: control; blue: during cortex silencing. Middle, PSTH of example dLGN
single unit. Bottom, Mean and SEM of baseline-subtracted F1 power including all units
(n= 377 units from 6 mice, baseline is 4 s preceding visual stimulus). F1 power in units of
1e5 throughout this figure. Insets, Mean and SEM normalized to control F1 response includ-
ing only visually responsive single units (see Materials and Methods for selection of visually
responsive units). B, Baseline-subtracted F1 power of responses to drifting gratings. Each dot
is a single dLGN unit. Purple line is linear fit to scatter. Dotted line is unity line. Top,
Quiescent control versus alert control. Middle, Quiescent control versus quiescent with cortical
silencing. Bottom, Alert control versus alert with cortical silencing. C, Average and SEM across
dLGN single units. Left, Baseline-subtracted F1 power. Right, Raw firing rates during visual
stimulation (F0 response). p-values from paired Wilcoxon sign-rank (n= 377 units).

Reinhold, Resulaj et al. · Cortico-Thalamic Feedback and Behavioral State J. Neurosci., March 1, 2023 • 43(9):1540–1554 • 1547



Importantly, the putative ArchT-expressing Ntsr11
units were suppressed even before we observed any
suppression of spontaneous activity in dLGN.

Data analysis: difference in baseline firing rate of
dLGN neurons across mouse lines
The average spontaneous firing rate of dLGN neu-
rons in the Ntsr1-Cre mouse line (in the alert brain
state, average: 5.4Hz, SEM: 0.46Hz, n=144 units)
was lower than in the vGat-ChR mouse line (in alert
brain state, average: 7.3Hz, SEM: 0.34Hz, n= 377
units). This was a significant difference quantified
using the Wilcoxon rank-sum test (p-value= 0.0029).
Despite this, we observed the same effect of sup-
pressing cortico-thalamic feedback on dLGN visually
evoked activity in both mouse lines.

Data analysis: defining preferred and
nonpreferred spatial frequencies (Fig. 10E,F)
To test how cortico-thalamic feedback affects the
representation of spatial frequency in dLGN, we pre-
sented the spatial frequencies 0.02, 0.03, 0.04, and
0.08 cycles per degree. We then identified the pre-
ferred and nonpreferred spatial frequencies for each
dLGN neuron by measuring the F1 power (visually
evoked and baseline-subtracted, i.e., over the entire
duration of the visual stimulus minus the F1 power
in the 4 s preceding the visual stimulus) in response
to each spatial frequency and ordered these responses
from highest (preferred) to lowest (nonpreferred). We
selected one preferred spatial frequency and one non-
preferred spatial frequency for each neuron. For plots
during the quiescent state, we identified the preferred
and nonpreferred spatial frequencies based on the
response in the alert brain state during cortical silenc-
ing. For plots during the alert brain state, we identified
the preferred and nonpreferred spatial frequencies
based on the response in the quiescent brain state dur-
ing cortical silencing. (Thus, we avoid any issues of

Figure 6. Suppressing cortico-thalamic feedback from visual cortex layer 6 reduces brain state-specific features of the visual responses of dLGN neurons. A, Schematic of experimental configuration.
Electrophysiological recording in the dLGN of an awake, head-fixed mouse free to run or rest on a circular treadmill during the presentation of a full-field, flickering visual stimulus, and the optogenetic
silencing of layer 6 Ntsr11 cortico-thalamic neurons expressing the inhibitory opsin GtACR2. B, Effect of suppressing layer 6 cortico-thalamic neurons on mean and SEM power of dLGN F1 frequency
response across single units during presentation of full-field flicker at temporal frequencies on x-axis [n=43 units from 4 mice; only dLGN units with at least a 20% suppression of spontaneous activity at
LED onset are included (Materials and Methods); see Fig. 9 for all units]. F1 power was baseline-subtracted and normalized (Materials and Methods) to response across all frequencies, as in Figure 1E.

Figure 7. Silencing layer 6 cortico-thalamic neurons reduces spontaneous activity in the dLGN A, Schematic, Experimental
set-up for silencing of layer 6 neurons expressing ArchT. Graph, Mean and SEM firing rates of V1 putative Ntsr11 neurons
(see Materials and Methods for definition of putative Ntsr11 neurons). Firing rates normalized to 1-s baseline preceding LED
onset. n=25 units from 4 mice. B, Effects of LED illumination of visual cortex on average and SEM of spontaneous dLGN sin-
gle-unit activity (n=144 units from 4 mice). Black: control; red: with illumination of cortex. Red bar indicates duration of
amber LED illumination of visual cortex. C, Left, Close-up of (A) at LED onset. Right, Min-subtracted and max-normalized
time course of change in average single-unit spontaneous activity. Dark red line is average of putative Ntsr11 V1 units.
Dotted red line is dLGN unit average from (D). Note fast suppression of putative Ntsr11 V1 units preceding effects in dLGN
(see Materials and Methods for further discussion). D, Left, Close-up of B at LED onset. Right, p-value of paired Wilcoxon
sign-rank test comparing firing rate in control (black) and during LED illumination of visual cortex (red) as a function of time
from LED onset. Time window here refers to dotted square in middle panel. Significant change first observed after 35ms
post-LED onset. Dotted horizontal line is p=0.05. E, Schematic, Experimental set-up for silencing of layer 6 neurons express-
ing GtACR2. Graph, Effects of LED illumination of visual cortex on spontaneous activity of putative Ntsr11 cortico-thalamic
feedback neurons in visual cortex (see Materials and Methods for definition of putative Ntsr11 neurons). Mean and SEM fir-
ing rates of V1 putative Ntsr11 neurons. Firing rates normalized to 1-s baseline preceding LED onset. n=6 units from 2
mice. F, For mice expressing GtACR2 in layer 6 neurons, effect of LED illumination of visual cortex on average and SEM of
spontaneous dLGN single-unit activity (n=87 units from 4 mice). Black: control; blue: with illumination of cortex. Blue bar
indicates duration of LED illumination of visual cortex.
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regression to the mean. For example, if we had chosen the preferred and
nonpreferred visual stimuli based on the responses in control, we would
expect, by chance, the selectivity/tuning to be less strong during cortical
silencing, by definition, as a result of regression to the mean. However,
our approach, using an independent measurement to select preferred
and nonpreferred visual stimuli, avoids this confound.) Therefore, we
can compare spatial frequency selectivity with and without cortical
silencing.

Data analysis: selectivity index and selectivity ratio for spatial
frequency tuning
We present two metrics capturing spatial frequency tuning in the dLGN,
the selectivity ratio and the selectivity index (Fig. 10E,F). We defined the
selectivity ratio as the average visually evoked and baseline-subtracted F1
power in response to the preferred spatial frequency divided by this aver-
age in response to the nonpreferred spatial frequency. We defined the
selectivity index as the difference of the preferred response and the non-
preferred response divided by the sum of the preferred response and
the nonpreferred response. We ran the statistical tests on the selectivity
index metric to avoid “divide by 0” issues, but we also present the selec-
tivity ratio for intuition about the effect size.

Results
Defining alert and quiescent brain states
We measured global brain states in awake mice that were head-
fixed yet free to spontaneously run or rest on a circular treadmill
(Materials and Methods; Reinhold et al., 2015). We defined brain
state by the presence or absence of hippocampal theta oscillations

in the local field potential (LFP) recorded just ventral of the hippo-
campus, consistent with previous descriptions (Bezdudnaya et al.,
2006). The power of the theta frequency band (5–7Hz) was bimo-
dally distributed and inversely correlated with the power of low-
frequency oscillations (0.5–6Hz) simultaneously recorded in visual
cortex (Fig. 1A–C). We refer to periods of high power in the hippo-
campal theta frequency band as “alert state,” a brain state that has
been linked to running, enhanced alertness and high sensorimotor
engagement (Green and Arduini, 1954; Buzsáki, 2002). Conversely,
periods of low power in the hippocampal theta frequency band,
generally associated with reduced alertness to external sensory
stimulation (Kandel and Buzsáki, 1997; Swadlow and Gusev,
2001; Bezdudnaya et al., 2006; Bereshpolova et al., 2011), are
here referred to as “quiescent state.” During the alert state, the
mice were mostly but not always running (Fig. 1B; in 86% of alert
trials, the mouse was running), while during the quiescent state
the mice were almost never running (the mice ran in,4% of trials
classified as quiescent). The alert and quiescent states alternated
every 9.5 s on average (9.56 13.0 s, mean6 SD) and lasted on av-
erage 7.6 and 11.7 s, respectively (alert: 7.66 6.4 s, mean 6 SD,
quiescent: 11.76 18.3 s, mean6 SD).

Contribution of visual cortex to brain state dependence of
thalamic responses to visual stimuli
To determine how brain state impacts the response of dLGN
neurons to temporal features of the visual stimulus, we recorded

Figure 8. Silencing layer 6 cortico-thalamic neurons and the effects on the dLGN response to drifting gratings. Layout showing effects on dLGN single units, as in Figure 5, except that here
only layer 6 cortico-thalamic neurons in the visual cortex are suppressed. A–C, Effects of layer 6 silencing on dLGN. Layout as in Figure 5 but for selective suppression of layer 6 by ArchT.
n= 144 units from 4 mice. D–F, As A–C but for selective suppression of layer 6 by GtACR2. n= 87 units from 4 mice.
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from these neurons using multisite extracel-
lular probes. The dLGN recording sites were
labeled with a fluorescent dye and validated
ex vivo (Materials and Methods). To hold the
spatial structure of the visual stimulus constant
while varying the temporal frequency, we pre-
sented a visual stimulus called full-field flicker,
the sinusoidal modulation of full-field luminance
at temporal frequencies between 1 and 60Hz
(Materials and Methods), to the eye contralateral
to the recorded hemisphere.

The firing of isolated putative dLGN relay
neurons (n= 254 units from 5 mice) was modu-
lated by the fundamental temporal frequency
(F1) of the visual stimulus. For example, in
response to a visual stimulus flickering at 4Hz,
the firing rate of dLGN neurons was modulated
at 4Hz. (44% of the visually modulated spikes
were F1-modulated, 30% were F2-modulated,
and ,26% were modulated at other frequen-
cies.) We defined the F1 response of a neuron as
the amplitude of the F1 modulation of its firing
rate in response to a range of stimulus frequen-
cies. The F1 response of dLGN neurons was
markedly different between the alert and quies-
cent states, consistent with results in other species
(Bezdudnaya et al., 2006) and previous work
(Aydin et al., 2018). Not only was the F1 response
more pronounced during the alert state, but it
also peaked at higher temporal frequencies (Fig.
1D,E, left-most panels; list of mice in Table 1).
That is, in the alert state, the activity of dLGN
neurons was more strongly driven by the tempo-
ral properties of the visual stimulus and followed
higher frequencies, as compared with the quies-
cent state. Thus, the temporal response of mouse
dLGN neurons to visual stimuli depends on brain
state (for more example neurons and further
quantification, see Fig. 2).

Does primary visual cortex (V1) contribute to
the dependence of dLGN neurons’ responses to
brain state? To address this question, we optoge-
netically silenced V1 using the vGat-ChR2 mouse
line, in which the opsin is selectively expressed in
GABAegic neurons (Olsen et al., 2012; Materials
and Methods). V1 was silenced (Fig. 3A) for a
brief period of time (3 s window beginning 0.5 s
before the onset of the visual stimulus and con-
tinuing throughout the visual stimulus) during ei-
ther the alert or quiescent state while presenting
visual stimuli at various temporal frequencies. V1
illumination did not change brain state (Fig. 3B),
as measured by the theta power of the LFP of hip-
pocampal recordings, nor did it impact running
behavior (switch from stationary to running or
running to stationary in 20% of trials without V1
silencing and 16% of trials with V1 silencing,
n.s., p-value = 0.22 from Wilcoxon sign-rank
across sessions) consistent with previous studies
(Resulaj et al., 2018). V1 illumination also did
not affect the power of the LFP of nearby pri-
mary somatosensory cortex (Fig. 3C). Silencing
V1 reduced spontaneous, nonvisually evoked

Figure 9. Suppression of dLGN units’ spontaneous activity on silencing cortical feedback correlates with the shift
in temporal frequency response. Schematic shows head-fixed mouse free to run or rest on a circular treadmill during
electrophysiology recording and presentation of a full-field, flickering visual stimulus. A, Left, B, Left, Effects on
dLGN activity of silencing visual cortex by LED illumination of ChR2-expressing inhibitory cortical interneurons (vGat-
ChR2). A, Right, B, Right, Effects on dLGN activity of suppressing layer 6 in visual cortex by LED illumination of
GtACR2-expressing Ntsr11 neurons (Ntsr1-Cre). A, Left, Histogram across dLGN single units (n= 254 units from 5
mice) showing degree of suppression of spontaneous activity on cortical silencing, i.e., spontaneous activity in con-
trol condition minus spontaneous activity over first 0.25 s after onset of vGat-ChR2 cortical silencing, divided by
spontaneous activity in control condition. Positive values indicate that spontaneous activity was suppressed by corti-
cal silencing. Colors indicate the degree of suppression of spontaneous activity and refer to rows in B. Right, Across
dLGN single units (n= 74 units from 4 mice), as at left, but here in a cohort of mice experiencing suppression of
Ntsr11 layer 6 neurons. B, Temporal frequency response normalized to control condition within each brain state,
formatted as in Figure 1E, right. Here, units are binned into rows according to the suppression of spontaneous activ-
ity on cortical silencing (see colors in A). Note that cells with a strong suppression of spontaneous activity during
the LED also show a strong shift in the frequency response during the LED. C, Effects on dLGN activity (n= 74 units
from 4 mice) of silencing layer 6 in visual cortex by LED illumination of GtACR2-expressing Ntsr11 neurons. Layout
as in Figure 2B.
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dLGN activity in both the quiescent and
alert states [quiescent state: (mean 6
SEM) from 5.16 0.24 to 3.96 0.21Hz,
alert state: from 7.16 0.32 to 4.96 0.24
Hz, n=377 units, 6 mice; Fig. 4A] and
increased burst activity, also in both brain
states (Fig. 4B–E). Strikingly, silencing V1
eliminated brain state differences in the
visually evoked F1 response of dLGN neu-
rons (Fig. 1D,E and more quantification
in Fig. 2). V1 silencing strongly reduced
the dLGN response to high frequencies
(10–60Hz) in the alert state while increas-
ing the response to low frequencies (1–
8Hz) in the quiescent state (alert state:
41% decrease in the response to high
stimulus frequencies, quiescent state: 39%
increase in the response to low stimulus
frequencies, n=254 units from 5 mice;
Fig. 2B,D,E for statistics). As a conse-
quence, the F1 response in the alert and
quiescent states became almost indistin-
guishable (Fig. 1E; also see Fig. 5 for a
drifting grating visual stimulus). These
results show that silencing V1, by reduc-
ing the F1 response to high frequencies in
the alert state and enhancing the response
to low frequencies in the quiescent state,
effectively eliminates the visual response
features that are unique to each brain state
and leads to a response function that is in-
termediate between the quiescent and
alert brain states. Thus, the state-depend-
ent differences in the F1 response of the
dLGN depend on V1.

Contribution of the cortico-thalamic
feedback projection
To determine whether V1 impacts the F1
response of the dLGN via direct cortico-
thalamic projections, we took advantage
of a mouse line (Ntsr1-Cre) that selec-
tively tags layer 6 cortical neurons that
project back to the dLGN (Olsen et al.,
2012; Bortone et al., 2014). To suppress
this layer 6 population of neurons, we
conditionally expressed either the inhi-
bitory opsin GtACR2 or the inhibitory
opsin ArchT (Materials and Methods).
Consistent with V1 silencing, photo-sup-
pression of these layer 6 cortico-thalamic
neurons decreased spontaneous dLGN
activity in both the quiescent and alert
brain states, albeit to a lesser extent, likely
because of the incomplete suppression of
cortico-thalamic neurons [quiescent state
(mean6 SEM): spontaneous dLGN activ-
ity from 3.96 0.25 to 3.36 0.23Hz, alert
state: from 5.46 0.31 to 4.96 0.30Hz,
n=231 units, n=7 mice, quiescent state:
p, 10�6, alert state: p, 10�6 from paired
Wilcoxon sign-rank test across units].
Importantly, however, for dLGN neurons

Figure 10. Silencing the visual cortex removes the brain state-specific differences in the spatial frequency response of dLGN
neurons. A, Schematic of experimental configuration. Electrophysiological recording in the dLGN of an awake, head-fixed mouse
free to run or rest on a circular treadmill during the presentation of drifting gratings with various spatial frequencies and the
optogenetic silencing of visual cortex by LED illumination of ChR2-expressing inhibitory cortical interneurons (vGat-ChR2). B,
Effect of silencing cortical activity on mean and SEM of dLGN F1 response across dLGN single units (n= 238 units from 5 mice)
at various spatial frequencies of the drifting grating. F1 power was baseline-subtracted and normalized (Materials and
Methods) to response across all frequencies as in Figure 1. p-values are from Wilcoxon sign-rank tests. C, Same as B but here
selecting only visually responsive units, defined as units with a raw F1 response greater than 0.25e4 in either brain state in
control conditions (at 0.02 cycles per degree, n= 73 units; 0.03 cpd, n= 143; 0.04 cpd, n= 69; 0.08 cpd, n= 46). p-values are
from Wilcoxon sign-rank tests. D, F1 responses of all dLGN units (n= 238 units from 5 mice, each dot is one unit) in control
versus cortical silencing (LED) at four spatial frequencies of the drifting grating (color coded). For each unit, F1 power was base-
line-subtracted and normalized to control response (Materials and Methods). Left, Quiescent state. Right, Alert state. E,
Average and SEM of power of a unit’s F1 visual response to its preferred (purple) or nonpreferred (gray) spatial frequency aver-
aged across dLGN single units (see Materials and Methods for definition of preferred/nonpreferred, n= 238 units). Responses
are baseline-subtracted. F1 power in units of 1e5. Black and white stripes above plots show the duration of drifting grating.
Blue bars show the duration of LED illumination of the visual cortex. Note selective enhancement of preferred response in the
quiescent state on cortical silencing. Purple and gray lines are for visual comparisons. F, Effects of brain state and cortical silenc-
ing on spatial frequency selectivity in dLGN. Left, Histograms across all dLGN units (n= 238). Selectivity index is the difference
between a unit’s preferred F1 response and its nonpreferred F1 response divided by the sum of the preferred F1 response and
the nonpreferred F1 response (Materials and Methods). Selectivity index is calculated for each unit. Shift of the distribution to
the right indicates increased selectivity during cortical silencing. p-values are from paired Wilcoxon sign-rank test. Right,
Summary of effects of brain state and cortical silencing on spatial frequency selectivity in dLGN. Boxes show median with 25th
and 75th percentiles. Selectivity ratio is the preferred F1 response divided by the nonpreferred F1 response. y-axis on the right
shows how the selectivity ratio maps onto the selectivity index (Materials and Methods). p-value from paired Wilcoxon sign-
rank test.
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showing a significant reduction of base-
line activity on layer 6 silencing, the F1
response to low temporal frequencies in
the quiescent brain state was enhanced,
while the F1 response to high temporal
frequencies in the alert brain state was
suppressed (Fig. 6, alert state: 45%
decrease to high stimulus frequencies,
quiescent state: 143% increase to low
stimulus frequencies, n = 43 units from
four mice; spontaneous activity effects
in Fig. 7; drifting gratings in Fig. 8;
further quantification in Fig. 9). These
data indicate that the state-dependent
differences in the F1 response of the
dLGN are mediated by V1 through
cortico-thalamic layer 6 neurons.

Impact of visual cortex on visual
spatial frequency tuning in dLGN
We next investigated whether brain state
also affects the response of the dLGN to
varying spatial frequencies of the visual
stimulus, and whether this also depends
on cortico-thalamic feedback. We used
drifting gratings presented on a com-
puter monitor to the eye contralateral to
the recorded hemisphere (Fig. 10A) and
varied the spatial frequency of the gra-
tings (0.02–0.08 cycles per degree) while
holding the temporal frequency constant
(3Hz). The response of dLGN neurons
was larger in the alert state compared
with the quiescent state for frequencies
around 0.03 cycles per degree (cpd; at
0.03 cpd: alert state response was 79%
larger than quiescent state response)
indicating that brain state also affects the
spatial frequency response of these neu-
rons. Strikingly, silencing visual cortex,
again, abolished this difference (Fig. 10B,
C). This was mainly because of an overall
increase in the responses recorded in the quiescent state (silencing
V1 in the quiescent state increased the dLGN response across the
population of units by 174% at 0.02 cpd, 167% at 0.03 cpd, 118%
at 0.04 cpd, and 70% at 0.08 cpd; silencing V1 in the alert state
increased the response by 136% at 0.02 cpd, 24% at 0.03 cpd,
57% at 0.04 cpd, and 330% at 0.08 cpd; see Fig. 10D for distri-
butions of all units; Fig. 10E,F shows that silencing cortex during
the quiescent state recovered single units’ alert state selectivity to
spatial frequency). Thus, silencing visual cortex in the quiescent
state enhances the dLGN responses across all spatial frequencies,
thereby matching responses in the alert state. Similarly, suppress-
ing specifically layer 6 cortico-thalamic neurons enhanced the
response of dLGN neurons at middle spatial frequencies
(,0.08 cpd), particularly in the quiescent state (Fig. 11).

Discussion
The transmission of visual information from the retina to the
cortex relies on an intermediary thalamic nucleus, the dLGN.
The response properties of the dLGN to visual stimuli are
highly dependent on the state of alertness of the animal

(Bezdudnaya et al., 2006; Williamson et al., 2015; Stoelzel et
al., 2017; Aydin et al., 2018; Liang et al., 2020; Hei et al.,
2014). Our results indicate that a major component of this
state dependence of dLGN responses requires the activity of
visual cortex and, specifically, the feedback projections from
cortex to thalamus. Indeed, when silencing visual cortex, the
response properties of dLGN to visual stimuli are similar
across states of alertness. In the temporal domain, this equal-
ization of responses across states results from a reduction of
the F1 response to high frequencies in the alert state and an
enhancement, in the quiescent state, of the F1 response to
low frequencies. As a consequence, upon cortical silencing,
the temporal response properties of the dLGN are intermedi-
ate between the quiescent and alert brain states, regardless of
the actual brain state of the animal (Fig. 1). In the spatial do-
main, the equalization of the responses between alert and
quiescent states results from an enhancement, in the quies-
cent state during cortical silencing, of the response to middle
frequencies (Fig. 10). Furthermore, silencing visual cortex
reduces spontaneous activity in the dLGN regardless of brain
state (Fig. 4A). Thus, in the absence of visual stimulation, the
net effect of visual cortex onto dLGN neurons is excitatory
regardless of brain state.

Figure 11. Suppressing cortico-thalamic feedback from visual cortex layer 6 reduces the brain state-specific differences in
the spatial frequency response of dLGN neurons. A, Schematic of experimental configuration. Electrophysiological recording in
the dLGN of an awake, head-fixed mouse free to run or rest on a circular treadmill during the presentation of drifting gratings
with various spatial frequencies, and the optogenetic silencing of layer 6 Ntsr11 cortico-thalamic neurons expressing the inhib-
itory opsin ArchT. B, Effect of suppression of layer 6 cortico-thalamic neurons on mean and SEM of dLGN F1 response across
dLGN single units (n= 195 units from 5 mice) at various spatial frequencies of the drifting grating. F1 power was baseline-sub-
tracted and normalized (Materials and Methods) to response across all frequencies as in Figure 1. p-values are from Wilcoxon
sign-rank tests. C, Same as B but here selecting only visually responsive units, defined as units with a raw F1 response greater
than 0.25e4 in either brain state in control conditions (at 0.02 cycles per degree, n= 71 units; 0.03 cpd, n= 28; 0.04 cpd,
n= 57; 0.08 cpd, n= 41). p-values are from Wilcoxon sign-rank tests.
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Is the impact of visual cortex on dLGN neurons’ activity per-
missive or instructive? It is reasonable to expect that the visual
cortex may play a permissive role, such that removing the excita-
tory feedback from visual cortex may put dLGN neurons into a
state that is less responsive, for example, to high temporal fre-
quencies. This is supported by our data showing that silencing
the visual cortex increased the bursting frequency of dLGN
neurons regardless of brain state (Fig. 4E). This bursting of
dLGN neurons, on removal of the excitatory drive from
cortex, results from a combination of intrinsic and circuit
properties that, together, may make dLGN neurons more likely
to follow low frequency as compared with high frequency visual
input (McCormick and Pape, 1990; McCormick and Huguenard,
1992; Contreras et al., 1996; Steriade, 1997). This may explain the
shift from preferring higher to preferring lower temporal frequen-
cies upon cortical silencing and, as a consequence, the equalization
of responses across brain states.

Alternatively, or in addition, cortex may play an instruc-
tive role in determining the activity pattern of the dLGN.
The response to high temporal frequencies of the dLGN
may be amplified via the cortico-thalamic loop involving
layer 6 feedback projections. In the alert state, cortex is re-
sponsive to the temporal properties of the stimulus, while
in the quiescent state, cortex is dominated by its own inter-
nal activity (Steriade, 1997; Vinck et al., 2015; Clancy et al.,
2019; Clayton et al., 2021; Nestvogel and McCormick, 2022).
As a consequence, in the alert state, the cortical feedback may
enhance visual responses in the dLGN, while in the quiescent
state, the cortical feedback may actively disrupt dLGN neurons’
visual responses by adding a pattern of activity that is not
matched to the visual stimulus.

Previous work has associated the brain state-dependent shift
in visual responses in the dLGN with the cholinergic input
from the brainstem/basal forebrain (Sillito et al., 1983; Steriade
et al., 1990; von Krosigk et al., 1993; Erişir et al., 1997; Castro-
Alamancos and Calcagnotto, 2001). Our work suggests that,
upon cortical silencing, the cholinergic input alone is not suffi-
cient to generate a robust state-dependent shift in visual
responses. In other words, both the cholinergic input and the
cortico-thalamic input might be necessary for the state-de-
pendent shift in visual responses in the dLGN. This could be
because, as explained above, cortical silencing may put dLGN
neurons into a bursting mode that cannot be overcome by the
cholinergic input alone.

Our identification of the contribution of cortical feedback
brings us closer to understanding how the brain coordinates ac-
tivity across cortex and thalamus to switch from an externally
oriented brain state for sensory processing, in which the top-
down feedback enhances the rapidly changing feed-forward sen-
sory signal, to an internally oriented brain state, in which the
top-down feedback suppresses the sensory response, possibly
shifting the thalamus toward a representation of internal proc-
esses such as expectation, imagery or working memory.
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Erişir A, Van Horn SC, Sherman SM (1997) Relative numbers of cortical and
brainstem inputs to the lateral geniculate nucleus. Proc Natl Acad Sci
U SA 94:1517–1520.

Eyding D, Macklis JD, Neubacher U, Funke K, Wörgötter F (2003) Selective
elimination of corticogeniculate feedback abolishes the electroencephalo-
gram dependence of primary visual cortical receptive fields and reduces
their spatial specificity. J Neurosci 23:7021–7033.

Fanselow EE, Sameshima K, Baccala LA, Nicolelis MA (2001) Thalamic
bursting in rats during different awake behavioral states. Proc Natl Acad
Sci U SA 98:15330–15335.

Green JD, Arduini AA (1954) Hippocampal electrical activity in arousal. J.
Neurophysiol 17:533–557.

Guillery RW (1969) A quantitative study of synaptic interconnections in the
dorsal lateral geniculate nucleus of the cat. Z Zellforsch Mikrosk Anat
96:39–48.

Hei X, Stoelzel CR, Zhuang J, Bereshpolova Y, Huff JM, Alonso JM, Swadlow
H (2014) Directional selective neurons in the awake LGN: response prop-
erties and modulation by brain state. J Neurophysiol 112:362–373.

Hirata A, Aguilar J, Castro-Alamancos MA (2006) Noradrenergic activation
amplifies bottom-up and top-down signal-to-noise ratios in sensory thal-
amus. J Neurosci 26:4426–4436.

Huguenard JR, McCormick DA (2007) Thalamic synchrony and dynamic
regulation of global forebrain oscillations. Trends Neurosci 30:350–356.

Kandel A, Buzsáki G (1997) Cellular-synaptic generation of sleep spindles,
spike-and- wave discharges, and evoked thalamocortical responses in the
neocortex of the rat. J Neurosci 17:6783–6797.

Kirchgessner MA, Franklin AD, Callaway EM (2020) Context-dependent
and dynamic functional influence of corticothalamic pathways to first-
and higher-order visual thalamus. Proc Natl Acad Sci U SA 117:13066–
13077.

Reinhold, Resulaj et al. · Cortico-Thalamic Feedback and Behavioral State J. Neurosci., March 1, 2023 • 43(9):1540–1554 • 1553

https://www.ncbi.nlm.nih.gov/pubmed/17237220
https://www.ncbi.nlm.nih.gov/pubmed/30451819
https://www.ncbi.nlm.nih.gov/pubmed/22131409
https://www.ncbi.nlm.nih.gov/pubmed/16446145
https://www.ncbi.nlm.nih.gov/pubmed/20637804
https://www.ncbi.nlm.nih.gov/pubmed/24656931
https://www.ncbi.nlm.nih.gov/pubmed/18805486
https://www.ncbi.nlm.nih.gov/pubmed/20724361
https://www.ncbi.nlm.nih.gov/pubmed/11832222
https://www.ncbi.nlm.nih.gov/pubmed/15556288
https://www.ncbi.nlm.nih.gov/pubmed/11287472
https://www.ncbi.nlm.nih.gov/pubmed/30858604
https://www.ncbi.nlm.nih.gov/pubmed/33157020
https://www.ncbi.nlm.nih.gov/pubmed/25913856
https://www.ncbi.nlm.nih.gov/pubmed/26109652
https://www.ncbi.nlm.nih.gov/pubmed/11165908
https://www.ncbi.nlm.nih.gov/pubmed/12904463
https://www.ncbi.nlm.nih.gov/pubmed/17544519
https://www.ncbi.nlm.nih.gov/pubmed/32461374


Lee AM, Hoy JL, Bonci A, Wilbrecht L, Stryker MP, Niell CM (2014)
Identification of a brainstem circuit regulating visual cortical state in par-
allel with locomotion. Neuron 83:455–466.

Liang L, Fratzl A, Reggiani J, El Mansour O, Chen C, Andermann ML (2020)
Retinal inputs to the thalamus are selectively gated by arousal. Curr Biol
30:3923–3934.e9.

McAlonan K, Cavanaugh J, Wurtz RH (2006) Attentional modulation of tha-
lamic reticular neurons. J Neurosci 26:4444–4450.

McAlonan K, Cavanaugh J, Wurtz RH (2008) Guarding the gateway to cortex
with attention in visual thalamus. Nature 456:391–394.

McCormick DA (1992) Neurotransmitter actions in the thalamus and cere-
bral cortex and their role in neuromodulation of thalamocortical activity.
Prog Neurobiol 39:337–388.

McCormick DA, Pape HC (1990) Properties of a hyperpolarization-activated
cation current and its role in rhythmic oscillation in thalamic relay neu-
rones. J Physiol 431:291–318.

McCormick DA, Huguenard JR (1992) A model of the electrophysiological
properties of thalamocortical relay neurons. J Neurophysiol 68:1384–1400.

Mease RA, Krieger P, Groh A (2014) Cortical control of adaptation and sen-
sory relay mode in the thalamus. Proc Natl Acad Sci USA 111:6798–
6803.

Molnár B, Sere P, Bordé S, Koós K, Zsigri N, Horváth P, Lo†rincz ML (2021)
Cell type-specific arousal-dependent modulation of thalamic activity in
the lateral geniculate nucleus. Cereb Cortex Commun 2:tgab020.

Nestvogel DB, McCormick DA (2022) Visual thalamocortical mechanisms of
waking state-dependent activity and alpha oscillations. Neuron 110:120–
138.e4.

Niell CM, Stryker MP (2010) Modulation of visual responses by behavioral
state in mouse visual cortex. Neuron 65:472–479.

O’Connor DH, Fukui MM, Pinsk MA, Kastner S (2002) Attention modulates
responses in the human lateral geniculate nucleus. Nat Neurosci 5:1203–1209.

Olsen SR, Bortone DS, Adesnik H, Scanziani M (2012) Gain control by layer
six in cortical circuits of vision. Nature 483:47–52.

Resulaj A, Ruediger S, Olsen SR, Scanziani M (2018) First spikes in visual
cortex enable perceptual discrimination. Elife 7:e34044.

Reinhold K, Lien AD, Scanziani M (2015) Distinct recurrent versus afferent
dynamics in cortical visual processing. Nat Neurosci 18:1789–1797.

Ruiz O, Royal D, Sáry G, Chen X, Schall JD, Casagrande VA (2006) Low-
threshold Ca21-associated bursts are rare events in the LGN of the
awake behaving monkey. J Neurophysiol 95:3401–3413.

Schröder S, Steinmetz NA, Krumin M, Pachitariu M, Rizzi M, Lagnado L,
Harris KD, Carandini M (2020) Arousal modulates retinal output.
Neuron 107:487–495.e9.

Shapley RM, Victor JD (1978) The effect of contrast on the transfer proper-
ties of cat retinal ganglion cells. J Physiol 285:275–298.

Shapley RM, Victor JD (1981) How the contrast gain control modifies the
frequency responses of cat retinal ganglion cells. J Physiol 318:161–179.

Sillito AM, Kemp JA, Berardi N (1983) The cholinergic influence on the
function of the cat dorsal lateral geniculate nucleus (dLGN). Brain Res
280:299–307.

Steriade M (1997) Synchronized activities of coupled oscillators in the cere-
bral cortex and thalamus at different levels of vigilance. Cereb Cortex
7:583–604.

Steriade M, Datta S, Paré D, Oakson G, Curró Dossi RC (1990) Neuronal
activities in brain-stem cholinergic nuclei related to tonic activation proc-
esses in thalamocortical systems. J Neurosci 10:2541–2559.

Stoelzel CR, Bereshpolova Y, Alonso JM, Swadlow HA (2017) Axonal con-
duction delays, brain state, and corticogeniculate communication. J
Neurosci 37:6342–6358.

Swadlow HA, Gusev AG (2001) The impact of “bursting” thalamic impulses
at a neocortical synapse. Nat Neurosci 4:402–408.
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