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Abstract
The emergence of unknown diseases is often with few or no samples available. Zero-shot
learning and few-shot learning have promising applications in medical image analysis. In
this paper, we propose a Cross-Modal Deep Metric Learning Generalized Zero-Shot Learn-
ing (CM-DML-GZSL) model. The proposed network consists of a visual feature extractor,
a fixed semantic feature extractor, and a deep regression module. The network belongs to
a two-stream network for multiple modalities. In a multi-label setting, each sample con-
tains a small number of positive labels and a large number of negative labels on average.
This positive-negative imbalance dominates the optimization procedure and may prevent the
establishment of an effective correspondence between visual features and semantic vectors
during training, resulting in a low degree of accuracy. A novel weighted focused Euclidean
distance metric loss is introduced in this regard. This loss not only can dynamically increase
the weight of hard samples and decrease the weight of simple samples, but it can also pro-
mote the connection between samples and semantic vectors corresponding to their positive
labels, which helps mitigate bias in predicting unseen classes in the generalized zero-
shot learning setting. The weighted focused Euclidean distance metric loss function can
dynamically adjust sample weights, enabling zero-shot multi-label learning for chest X-ray
diagnosis, as experimental results on large publicly available datasets demonstrate.

Keywords Chest X-ray · Generalized zero-shot learning · Deep metric learning ·
Cross-modal · Multi-label classification

1 Introduction

Multi-label zero-sample learning is a challenging problem. Popular similarity-based meth-
ods appear incapable of solving the multi-label problem, despite their enormous success
with single-label tasks. Our goal is to identify all labels in a chest X-ray image, includ-
ing unseen classes. Chest X-ray images are used to detect pneumonia, but this requires the
expertise of radiologists or other specialists. And every day, physicians must read a large
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number of chest X-rays, which can cause visual fatigue. It will influence the doctor’s diag-
nosis to some degree. In this paper, the significance of generalized zero-shot learning is that
there are no learnable samples for new and rare diseases. The general deep learning models
will make erroneous judgments based on learned image knowledge when they encounter
classes they have not previously encountered. In some instances, one disease may contribute
to the development of another disease or its symptoms. The purpose of this paper is to
accurately diagnose each chest disease through chest X-ray images, which is also of great
significance for the control and diagnosis of new coronary pneumonia.

With the continued advancement of deep learning and neural networks in recent years,
the application of convolutional neural networks in image detection, gene classification and
medical imaging has produced astounding results. Hinton et al. [21] introduced the concept
of neural network in 2006 and defined its essence as supervised learning. As an important
branch of artificial intelligence, deep learning has opened up an emerging research direction
in the field of modern computers. Salim et al. [47] adopted an image annotation and seg-
mentation model to annotate and segment hands from radiological images, first removing
the background, then learning significant features via a regression neural network archi-
tecture, and finally producing bone age predictions. Sharma et al. [49] used different deep
convolutional neural networks to extract different structures of features from chest X-ray
images and classify the images to detect whether patients have pneumonia. Using deep con-
volutional neural networks, data augmentation, and multi-task learning, Gabruseva et al.
[12] implemented a computational method for pneumonia region detection, which achieved
one of the best results in the North American pneumonia detection challenge.

Complex problems can be effectively mastered using deep learning. However, one of the
drawbacks of deep learning is that it requires a large of labeled training data, and the model
focuses on the samples that have already appeared in the labeled category during the train-
ing. In many real-world application scenarios, however, there are only a few numbers of data
samples, and the model is even required to classify unseen instance categories. The prob-
lem of sparse data samples can be solved by few-shot learning methods. Cheng et al. [8]
proposed a Task-wise Attention (TWA) module and a Part Complementary Learning (PCL)
module for the few-shot classification task in order to specialize the base learner to respond
to different inputs for different tasks. Besides classification tasks, few-shot segmentation
tasks have also been developed extensively. Lang et al. [35] added a second base learner to
the conventional Few-shot Segmentation (FSS) model, allowing the coarse results of the par-
allel outputs of the two learners to be adaptively integrated to produce accurate segmentation
forecast. Correspondingly, if there is only one labeled sample, it is called One-shot Learn-
ing. If the sample labeling learning is not performed for this class, it is Zero-shot Learning.
Inspiring zero-shot learning is the human learning strategy of inferring others. The issue
and concept of zero-shot learning was proposed by Lampert et al. [33]. Given its ability to
identify novel classes, ZSL may have potential applications in radiodiagnosis, particularly
for diagnosing rare diseases from radiographic images that lack imaging information and
contain only text descriptions. Zero-shot learning is a research hotspot at present, but it also
faces many challenges. During the training of a zero-shot learning model, the known classes
have visual image features while the unknown classes only have semantic information.
However, during testing, the model needs to identify visual features from unknown classes.
Enhancing the feature extraction ability of the model can also improve the performance. Gu
et al. [15] proposed a novel deep dual-channel neural network (DCNN), which utilized the
dual-channel network to extract more comprehensive image features and achieved improved
performance. Gu et al. [17] used information richness measures to extract PM2.5-related
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high-level features. Gu et al. [16] investigated the feasibility of ensemble meta-learning to
improve the extraction of key features from deep neural networks through fine-tuning.

Transferring knowledge across domains is one of the keys to zero-shot learning. Cur-
rently, more research focuses on samples with a single label; for samples with multiple
labels, the model must be more complex, and there are fewer studies. However, chest dis-
eases, such as pneumonia, frequently result in complications and severe consequences if
they are not correctly diagnosed.

To overcome the above challenges, we propose a cross-modal deep metric learning
method to solve the disease classification problem on multi-label chest X-ray images. Cheng
et al. [7] demonstrated that metric learning can facilitate models to be more discrimina-
tive, making images from the same class are mapped closely to each other and the images
of different classes are mapped as farther apart as possible. Our model is comprised of
a visual encoder, a semantic encoder, and a deep regression module that learns distance
metrics between cross-modal features by employing labeled word vectors as prototypes
for each class. We use a large public pneumonia dataset to evaluate our model. The main
contributions of this paper are as follows:

• The proposed network is a two-stream network for multiple modalities, which projects
visual embeddings and semantic vectors into a common space without requiring offline
training of the visual feature encoder.

• For the construction of the learning model, a loss function based on the weighted
focused Euclidean distance metric is suggested. This loss function is capable of dynam-
ically adjusting sample weights and promoting the connection between samples and
semantic vectors corresponding to their positive labels, thereby improving accuracy.

• In the same configuration of seen and unseen classes, the AUROC value of the CM-
DML-GZSL model exceeds 0.80 for the seen class and improves by 2 percent for the
unseen class compared to the suboptimal model.

2 Related work

2.1 Multi-label learning

Single-label learning is a special case of multi-label learning, in which each sample has a
single label [26]. Traditional supervised learning is primarily single-label learning, whereas
real-world target samples are frequently more complex. Therefore, single-label recogni-
tion can no longer satisfy the current practical applications. At present, multi-label learning
has been studied extensively in image classification, object detection, video classification,
and gene function prediction [9, 30, 45, 60]. The objective of this paper is to improve the
classification accuracy of multi-label chest X-ray images.

The exponentially complex nature of the label space is one of the primary obstacles of
multi-label learning. In order to cope with the explosive growth of the output space, the
existing solutions are primarily divided into two ways [64]. One approach is to convert
the multi-label problem into other learning scenarios, such as decomposing the multi-label
problem into multiple independent binary classification problems [3] or sorting related tags
and irrelevant tags [11]. Boutell et al. [3] presented a framework for addressing the problem
of multiple labels. The basic idea of their paper is to decompose the multi-label learning
problem into q independent binary classification problems, where each binary classification
problem corresponds to a label in the label space. And they implemented new criteria for
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assessing individual examples, class recall and precision, and overall accuracy. Due to the
fact that the label ranking method is severely constrained by the calibration scale, the author
of [11] introduces a calibration label that represents the boundary between relevant and
irrelevant labels. The alternative is to process multi-label data directly using algorithms [5,
6]. Chen et al. [6] utilized the attention to extract different feature vectors from distinct
label objects in the image, and then used Graph Neural Network (GNN) to perform in-depth
processing of pixel feature vectors. Finally, the output of feature vectors to the classifier for
prediction. Chen et al. [5] proposed a new multi-label Graph Convolutional Network (ML-
GCN) with the innovation of learning interdependent object classifiers from label features
via Graph Convolutional Network (GCN).

2.2 Zero-shot learning

Zero-Shot Learning (ZSL) seeks to identify instances from unknown or unseen categories
without a single training example. This is a difficult task. In conventional zero-shot learn-
ing, there is no overlap between the training set and the test set. However, in practical
applications, zero-shot learning tasks are more generalized. The training set contains only
categories that have been observed, whereas the test set includes both observed and unseen
categories. Zero-shot learning is a special scenario of transfer learning, which requires
knowledge transfer between seen and unseen categories to complete the learning. Appro-
priate auxiliary information can facilitate the transfer of knowledge. Auxiliary information
may consist of semantic attributes [34], a visual description [2] or word vectors [43]. Not
only classification tasks [42, 58, 59], video object segmentation also has important research
significance in the field of zero-shot learning. Wang et al. [55] proposed an attentive graph
neural network (AGNN) for zero-shot video object segmentation (ZVOS), recasting ZVOS
as a message-passing-based end-to-end graph information fusion method. Lu et al. [40]
developed the CO-attention Siamese Network (COSNet) to address the task of unsuper-
vised video object segmentation from a holistic perspective. Lu et al. [41] is an extension of
[40] that generalizes the originally proposed pair-wise attention to a group-wise format to
significantly enhance the algorithm and make more efficient use of global information.

In particular, the current mainstream zero-shot learning methods mainly adhere to the
following three concepts: i) Learning the mapping relationship between visual space and
semantic space [46, 63]. The classic ALE model [1] proposes a label embedding frame-
work to solve the problem of category prediction directly. Inspired by the label embedding
method, Akata et al. [2] proposed a Structured Joint Embedding (SJE) framework and the
SJE-based nonlinear model LatEm [56]. ii) Acquiring an understanding of the mapping rela-
tionship between semantic and visual space [31, 63, 65]. Shigeto et al. [51] first proposed
and demonstrated that mapping labels to visual space is effective for preventing hubness
problems. iii) Learning the mapping of visual and semantic spaces to a hidden space shared
by both [62]. In contrast to the previous two methods, zero-shot learning involves project-
ing both visual features and semantic coding into the public space, and then obtaining the
final recognition result via distance measurement.

The objective of Generative Adversarial Network (GAN) techniques is to generate
uncommonly positive samples. By synthesizing chest X-ray images of COVID-19-positive
cases. Zunair et al. [68] addressed the severe lack of chest radiographic data in COVID-
19-positive patients. To solve the class imbalance problem, conditional images of unpaired
images were used to generate synthetic dermoscopic images in [67]. Recent research has
demonstrated that GANs facilitate the study of zero-shot learning. It can generate visual
characteristics of invisible classes using semantic attributes and achieves the objective of
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zero-shot learning, which is to differentiate between visible and invisible categories. The
work of Xian et al. [57] proposed using semantic information and the GAN framework to
generate CNN features of unseen categories. Then, they used Wasserstein GAN and clas-
sification loss to generate CNN features for training the classifier that were discriminative.
Sariyildiz et al. [48] used a generation model to generate both seen and unseen category
samples, and used the generated samples and seen categories as training set to train clas-
sifier. The zero-shot problem is converted into a supervised learning problem. Because
Generative Adversarial Network training is not sufficiently stable, adding additional regular
terms may lead to unpredictable training results. Shen et al. [50] proposed a zero-shot learn-
ing method based on Generative Flow model for the first time, which can directly describe
the probabilistic characteristics of sample space and has a relatively simple and stable train-
ing process. Although image zero-shot learning has achieved great progress, the majority
of current research focuses on zero-shot single-label classification. The application of the
zero-shot concept to multi-label learning remains an open question [26].

2.3 Multi-label zero-shot learning

Current research on multi-label zero-shot image classification is quite limited, which
is more difficult than its single-label equivalent. Fu et al. [10] enumerated all possible
multi-label combinations in the semantic space and transformed the multi-label zero-shot
classification problem into a single-label zero-shot classification problem in order to sim-
plify multi-label processing. This method’s greatest limitation is that the number of labels
should not be excessive. When the number of sample categories in the data set increases, the
number of combined labels will increase exponentially, causing the output space to grow
explosively. Gaure et al. [13] proposed a probability model, which learning label attributes
directly using the label co-occurrence statistics and predicting invisible classes during test-
ing using label co-occurrence. In recent years, Lee et al. [36] proposed a framework that
combines knowledge graph to describe the relationship between multiple labels. This model
learns a knowledge propagation mechanism from semantic label space to describe the inter-
dependence mechanism between seen categories and unseen categories. The method of
knowledge graph is also adopted. Huang et al. [23] constructed a knowledge graph by
combining the target dataset and ImageNet dataset, and designed a Relational Graph Con-
volutional Network (RGCN) to achieve information dissemination and knowledge transfer
between categories. Gupta et al. [18] were the first to solve the problem of multi-label
feature synthesis in a generalized zero-shot setting by utilizing Generative Adversarial Net-
works in recent research. This paper is based on deep metric learning to solve the problem of
multi-label zero-shot classification. Metric learning is more and more widely used in image
classification, few-shot learning, zero-shot learning as well as other fields, with excellent
results [4, 28, 29].

2.4 Deepmetric learning

Recent research has demonstrated that the powerful generalization performance of distance
metric learning is applicable to multi-label learning. In particular, if the labels for a given
example are similar in the label space, they should also be closer in the embedded feature
space. For instance, Gouk et al. [14] trained an embedder that can transform instances into a
feature space employing the square Euclidean distance. Similarly, Zhang et al. [66] proposed
a novel multi-view distance metric learning approach to dealing with the multi-label image
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classification issue. To preserve the inherent geometric structure of the data in the low-
dimensional feature space, they introduced a manifold regularization with the adjacency
graph being constructed based on all labels.

The purpose of metric learning is to learn the transformation from image space to feature
embedding space. Feature vectors of the same category are closer in the metric space, and
feature vectors of different categories are farther apart in the metric space. Class-Prototype
Discriminative Network (CPDN) was proposed by Huang et al. [24] for generalized zero-
shot learning. They generated class prototype for each category and distinguished class
prototype through metric network, and obtained the final classification result according to
the similarity between samples and class prototype. Using two triplet networks, Ji et al.
[27] constructed a new deep metric learning framework. Firstly, semantic information is
mapped to the visual space, and then a Dual-Triplet Network (DTNet) is used to learn
visual-semantic mapping in order to guarantee the complete discovery and utilization of
data information. In the multi-label image classification problem, Li et al. [38] constructed
a unified metric space of potential image and label, making the distance between image
and corresponding target label smaller than the distance between image and other adja-
cent labels, as well as the distance between other images corresponding to these adjacent
labels. Metric learning methods are based on learning a mapping function, the quality of
the mapping function directly determines the effectiveness of metric learning methods. The
simple and efficient efficiency of deep metric learning has been proved [39, 61], but it has
rarely been used in multi-label zero-shot scenarios. Metric learning can effectively solve
multi-label problems, and future research will focus more on this topic.

3 Method

Deep learning requires a large number of samples, but in certain cases, such as the emer-
gence of new diseases, the number of samples that can be obtained is extremely limited or
even no samples. In this instance, this paper proposes a new method to solve the zero-shot
learning challenge using cross-modal deep metric learning.

3.1 Problem definition

Suppose that the training set (seen classes) S = {(xS
i , yS

i ), i = 1, 2, ..., NS} is given,
where xS

i ∈ χS is the i-th data samples with a corresponding seen class label as yS
i , here

yS
i = {0, 1}S is the corresponding multi-hot labels from the set of S seen class labels CS . NS

represents the number of samples of all seen classes. CS represents the number of categories
of seen classes. In traditional zero-shot learning, given the testing set U = {(xU

i , yU
i ), i =

1, 2, ..., NU } from the unseen classes, where xU
i ∈ χU and yU

i = {0, 1}U is the i-th unseen
sample and its label, respectively. Moreover, we use BioBERT [37] vectors of the class
names as the attribute embeddings a(y), as in [19]. BioBERT is a domain-specific lan-
guage representation model pre-trained on large biomedical corpora. After pre-training on
biomedical corpora, BioBERT has achieved excellent results in many biomedical text min-
ing tasks. Different from the traditional ZSL, the purpose of GZSL is to learning a mapping
function f (xi ) : χ → {0, 1}S aided by the attribute embedding {Ai}Ci=1. Such mapping
function can be adjusted at test time to accommodate U unseen classes (with embedding
AU

i ∈ R
CU ×da ). That is f (xi ) : χ → {0, 1}U for ZSL and f (xi ) : χ → {0, 1}C for GZSL

setting. Here, C = CS + CU represents the total number of seen and unseen classes.
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Fig. 1 Overview of the CM-DML-GZSL model. It includes a trainable visual encoder DenseNet121 for
learning visual representations of chest X-rays, and a semantic space. For the input image and its correspond-
ing label, the label semantic word vector is extracted by the BioBert network. The visual vector and the tag
word vector are respectively projected to the same latent space through the mapping module. Finally, the
entire model is put through end-to-end training

3.2 Network architecture

An overview of the network structure is shown in Fig. 1. It consists of a visual encoder
that can be trained, a semantic encoder that is fixed, and a mapping module. Next, we will
describe each component.

Visual Encoder: DenseNet121 [22] is selected as the image feature extractor, which con-
sists of 4 Dense Blocks with a convolutional layer and an average pooling layer between
each two Dense Blocks. We replace the final classification layer as a feature extraction
layer, with the extracted features serving as the visual vector f (x) of the input image.

Semantic Encoder: The corresponding label y of the image is extracted from the pre-
trained BioBert network. During model training, the BioBert network no longer updates
parameters.

Mapping Module: It is used to align the vectors of two different modes, and project the
vectors of two different forms from high-dimensional to low-dimensional common latent
space. The specifics are elaborated upon in the following section.

3.3 Mappingmodule

The semantic and visual vectors originate from two distinct sources. In order to bridge
the gap between these two patterns, the model first obtains the projection between high-
dimensional visual space X and semantic space V via an embedding-based method. To
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Fig. 2 Mapping space (a) and high-dimensional space (b) feature visualization

establish the classification model, the mapping between the visual feature space and
the semantic space must be established, but the Hubness problem is inherent to high-
dimensional spaces. Therefore, we mapped the image features and tag word vectors to an
additional low-dimensional common embedding space through two mapping functions. As
shown in Fig. 2, the left map is unquestionably superior for classification when visualizing
the features of the mapping space and the high-dimensional space.

These two mapping functions are neural network-learned models of deep regression. As
shown in Fig. 3, each model consists of three FC layers with dimensions of 512, 256, and
100. Each layer consists of a fully connected (FC) layer, and there is a Leaky Rectified
Linear Unit (Leaky ReLU) function between every two layers. Particularly, FC layer can
assist with the migration of model representation capabilities.

Fig. 3 The architecture of the mapping module. The visual vector in the visual space X and the tag word
vector in the semantic space V are respectively mapped into the common space through the projection
network
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3.4 Loss function

The objective of the model is to create a metric space that facilitates and improves the
classification task, such that the distance between relevant labels of a query image is less
than that between irrelevant labels. During the training process, the training set of the model
comes from the input image xS of the visible class S and the corresponding label yS . yS

j =
{0, 1}Sj=1, 0 means that the sample does /∈ class j , and 1 means that the sample ∈ class j . The
auxiliary information semantic vector is used as the prototype of each class to calculate the
distance from each sample. Since this is a multi-label classification task. First, we choose
the weighted Euclidean distance as the basic distance evaluation metric, as shown in (1), (2)
and (3).

dist (x, y′) =
√
√
√
√

N
∑

i=1

wi

W
(xi − y′

i )
2 (1)

W =
N

∑

i=1

wi (2)

wi = r

2
|xi − y′

i |2 (3)

In the above Equations, x represents the visual feature vector, y′ represents the prototype
feature, wi

W
is the weight of different coordinates, here r = 1. In addition to the weighted

Euclidean distance, we also introduce the following commonly used distance evaluation
metrics for discussion.

Manhattan Distance: It is used to indicate the sum of the absolute wheelbases of two
points on the standard coordinate system. The Manhattan distance between the visual
feature vector x and the prototype feature y′ is:

distM(x, y′) =
N

∑

i=1

|xi − y′
i | (4)

Chebyshev Distance: As a measure in vector space, the largest value of the difference
between two points’ respective coordinates is what is referred to as the distance between
two points in vector space. The Chebyshev distance between x and y′ is:

distC(x, y′) = max
i

(|xi − y′
i |) (5)

It can also be expressed as:

distC(x, y′) = lim
k→∞

(
N

∑

i=1

|xi − y′
i |k

) 1
k

(6)

Lance and Williams Distance: It is considered a weighted version of Manhattan distance.
Utilizing the visual feature vector x and the prototype features y′ an example, the Lance
and Williams distance between them is:

distL(x, y′) = 1

N

N
∑

i=1

|xi − y′
i |

|xi | + |y′
i |

(7)
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Secondly, due to the unbalanced number of samples, we combine the idea of Focal Loss
to reduce the weight of simple negative samples and mine difficult samples. The Focal Loss
formula is shown in (8):

FL(pt ) = −(1 − pt )
α log(pt ) (8)

Where, (1 − pt )
α is the modulating factor, α is the focusing parameter and α ≥ 0.

Finally, assuming that dyp and dyn are the distances between the positive label and the
negative label and the prototype a(y), respectively, the following metric relationship needs
to be satisfied:

LMetric = 1

N

∑

∀x∈χS

1

S

∑

yp∈Yp

∑

yn∈Yn

max(D, 0) (9)

D = δ − βE +
(

dα
yp

log10e
dyp − dα

yn
log10e

dyn

)

(10)

Where, N is the number of all samples, S is the total number of visible classes, D repre-
sents the distance relationship between relevant labels and irrelevant labels, ideally, we wish
to meet two conditions. First, dyn should be greater than dyp , and second, the difference
between them should be at least a margin value. In addition, d is the weighted Euclidean
distance, δ is the margin value, which decreases with the continuous training of the model,
β is the weight of δ reduction is 0.03, E = �epoch/10	, α is the focusing parameter, which
is set to 2 here. If the distance of the irrelevant labels is greater than the margin value plus
the distance of the relevant labels, the loss is 0, otherwise the loss is D. That is, dyp is at
least a margin value smaller than dyn .

4 Experimental results and analysis

In this section, numerous experiments are conducted to demonstrate that our proposed
model is effective for multi-label zero-shot classification. The experimental dataset and
experimental parameters are presented first, followed by the main results of the contrasting
experiments and ablation experiments.

4.1 Dataset and experimental setup

The experimental setup and data set are described in detail below. We used the Chest X-
ray14 dataset provided by the NIH Research Institute [44], which is a multi-label data set
and there is a chest X-ray image containing multiple diseases. At the same time, it is also
the largest and most disease-type chest X-ray image dataset.

4.1.1 Dataset

The ChestX-ray14 dataset consists of 112,120 frontal X-ray images from across 30,805
patients, which is an extension of the 8 common disease dataset used in the paper by Wang
et al. [54]. Among them, the resolution of each image is 1024 × 1024. In this paper, we
do not consider normal samples (healthy samples, excluding any disease) and ensure that
each image is associated with 14 possible classes. We split the dataset randomly to obtain a
training set (70%), validation set (10%), and test set (20%). Then, we divide the seen (10 in
total) and unseen (4 in total) classes. Specifically, the seen classes are Atelectasis, Effusion,
Infiltration, Mass, Nodule, Pneumothorax, Consolidation, Cardiomegaly, Pleural Thicken-
ing, and Hernia. The rest are unseen classes, they are Edema, Pneumonia, Emphysema, and
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Table 1 Experimental setup
Parameter name Parameter value

pre-training config DenseNet121

optimizer Adam

base learning rate 1e-4

weight decay 3e-4

optimizer momentum β1, β2 = 0.9,0.999

batch size 32

training epochs 40

Fibrosis. According to the inductive zero-shot setting, we ensure that the samples in the
training set do not have unseen class label images. The final training set contained 30,758
images, the validation set contained 4,474 images, and the test set contained 10,510 images.
It is consistent with the setting in [19].

4.1.2 Experimental setup

All experiments used the open-source Pytorch neural network framework, and the neu-
ral networks are trained on an Intel Core i7-10700 processor and an NVIDIA GTX3060
GPU accelerator. We utilized data augmentation to enhance network precision and avoided
overfitting by expanding the size of the training dataset, including random cropping and
horizontal flipping. The initial learning rate is set to 0.0001, and every 10 epochs, the ini-
tial learning rate will be reduced by a factor of 0.1, and the batch size is 32, as shown in
Table 1. Additionally, we trained the network for a total of 40 epochs using the Adam opti-
mizer during training, which took approximately 7 hours. Our proposed model is trained in
an end-to-end manner from the beginning without pre-training.

For feature extraction, we used a pretrained DenseNet121 convolutional neural network
with an input image size of 224×224×3. First, we resized the input image to 256×256
and then cropped it to 224×224, we removed the final classification layer of the pretrained
DenseNet121 and used the resulting network as a visual encoder, generating visual features
x ∈ R

1024. Then high-dimensional features need to be mapped into low-dimensional space,
and the visual mapping module is parameterized as a three-layer feedforward neural net-
work: f (x) −→ fc1 −→ LeakyReLU −→ fc2 −→ LeakyReLU −→ fc3 −→ x, x ∈ R

100.
Similarly, semantic vectors are also projected into a potentially low-dimensional common
space.

4.2 Results and analysis

4.2.1 Main results

In this part, we will study the effects of parameter α and parameter β on the performance
of chest disease classification based on cross-modal deep metric learning. Then, four dis-
tinct zero-shot multi-label chest X-ray image disease detection techniques were compared.
We evaluated the comparison methods using the Area Under the Receiver Operating Char-
acteristic Curve (AUROC) score. AUROC is appropriate for unbalanced samples and is a
widely utilized performance evaluation standard for multi-label classification. It is a num-
ber between 0 and 1. The more closely the AUROC value approaches 1, the more accurately



Multimedia Tools and Applications

the classifier can distinguish between positive and negative samples. The Harmonic Mean
(HM) is another performance metric that measures the inherent bias of GZSL-based meth-
ods with respect to the seen class; if the GZSL method is biased toward the observed class,
the HM score decreases. The Equation is shown in (11):

HM = 2 × AUCs × AUCu

AUCs + AUCu

(11)

First, we discussed the value of α. α as a focusing parameter, the weight of loss can be
controlled by the modulating factor, so that the weight of hard samples (low score) tends to
1, while the weight of simple samples (high score) will be scaled to a small value. When
the loss weight of hard samples remains unchanged, and the loss weight of simple samples
decreases, it is equivalent to increasing the weight of hard samples. Figure 4 shows the
effect of parameter α on the performance of chest disease classification based on cross-
modal deep metric learning. When the parameter α = 0, it is the ordinary distance metric
loss function. As α increases, the performance of the model also improves. When α = 2,
both the seen and unseen class achieve an optimum. When the parameter α is greater than
2, the AUROC of seen and unseen classes show a decreasing trend, especially for unseen
classes. The value of α for subsequent experiments was set to 2.

The goal of metric learning is to make the distance between the same classes closer and
the distance between different classes farther. With the continuous training of the model,
the distance between the same class is decreasing. Since the experimental data set is multi-
label samples, appropriately reducing the distance threshold can make the model converge
faster. The β value is the decreasing weight of the threshold δ, which makes the threshold
constantly decrease. Figure 5 shows the effect of parameter β on the performance of chest
disease classification based on cross-modal deep metric learning. It can be seen that when
β is less than 0.02, AUROC of seen class and unseen class is in an upward trend. When β is
greater than 0.03, the AUROC of seen and unseen classes decreases, especially the unseen
classes. This shows that a small or large β value is not conducive to model training. It can

Fig. 4 Line chart of relationship between parameter α and zero-shot multi-label chest disease classification
performance. The abscissa is the value of parameter α, and the ordinate is the value of AUROC. The pur-
ple line represents seen classes and the blue line represents unseen classes. β is fixed at 0.03 during the
experiment
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Fig. 5 Line chart of relationship between parameter β and zero-shot multi-label chest disease classification
performance. The abscissa is the value of parameter β, and the ordinate is the value of AUROC. The red line
represents seen classes and the blue line represents unseen classes. α is fixed at 2 during the experiment

be seen from the broken line that the parameter 0.03 adopted in this paper is a relatively
great equilibrium point. The β value for subsequent experiments was set to 0.03.

In this experiment, we compared the proposed CM-DML-GZSL model with some of the
most commonly employed and excellent zero-shot learning models. These include LFSA,
MLZSL, LEA-ZSL, DEM-ZSL and CXR-ML-GZSL methods, and the specific models
and experimental results are shown in Table 2. We compared all current cutting-edge
multi-label generalized zero-shot learning methods. LESA trains a set of label-independent
shared attention, and then passes a compatibility function to distinguish labels according
to the chosen attention. MLZSL learns an information propagation mechanism from the
semantic label space for modeling the interdependencies between seen and unseen class
labels. LEA-ZSL embeds visual vectors into semantic vectors and uses distance functions
for classification. DEM-ZSL embeds the semantic vector within the visual vector, and
bases classification on the distance between the test sample and the class semantic vec-
tor. CXR-ML-GZSL ranks by the correlation scores of image feature vectors and semantic
vectors. Convolutional neural network models are usually used to extract features, and
here DenseNet121 is used as the visual feature extractor and BioBERT as the semantic
encoder. From the results, using the weighted focused Euclidean distance loss function
is discriminative and general for both seen and unseen classes on the chest X-ray image
dataset. Compared with other methods, our method has significant gains on many individ-
ual classes. This is advantageous due to the co-mapping of visual vectors and semantic
vectors into a common low-dimensional space, avoiding inherent and hubness problems in
high-dimensional space, and the adaptive loss function promotes the connection between
samples and their corresponding semantic vectors of positive labels. We improved the aver-
age AUROC gain for both seen and unseen classes in a more straightforward manner,
demonstrating the efficacy of our model. This also validated our belief that selecting an
appropriate embedding space is the key to understanding the function of deep embedding
models and that utilizing distance metric functions is an effective strategy for zero-shot
learning.
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Table 2 AUROC class comparison for all disease classes in the test set

Method Seen mean Unseen mean Atelectasis Cardiomegaly Effusion

LESA [25] 0.51 0.52 0.54 0.51 0.48

MLZSL [36] 0.72 0.54 0.70 0.76 0.76

LEA-ZSL [1] 0.78 0.59 0.76 0.89 0.81

DEM-ZSL [65] 0.79 0.64 0.75 0.91 0.82

CXR-ML-GZSL
[19]

0.79 0.66 0.76 0.90 0.83

OURs 0.80 0.68 0.77 0.91 0.83

Method Consolidation Nodule Pleural thickening Mass Pneumothrax

LESA [25] 0.54 0.50 0.52 0.52 0.51

MLZSL [36] 0.68 0.69 0.66 0.67 0.76

LEA-ZSL [1] 0.69 0.72 0.71 0.76 0.83

DEM-ZSL [65] 0.68 0.75 0.72 0.77 0.83

CXR-ML-GZSL
[19]

0.69 0.75 0.72 0.80 0.83

OURs 0.69 0.77 0.74 0.81 0.84

Method Infiltration Hernia Pneumonia Edema Emphysema Fibrosis

LESA [25] 0.50 0.47 0.50 0.54 0.50 0.53

MLZSL [36] 0.64 0.90 0.52 0.51 0.58 0.54

LEA-ZSL [1] 0.69 0.92 0.60 0.68 0.68 0.41

DEM-ZSL [65] 0.68 0.94 0.64 0.68 0.72 0.53

CXR-ML-GZSL
[19]

0.70 0.90 0.62 0.67 0.74 0.60

OURs 0.70 0.96 0.62 0.66 0.79 0.67

In this table, we showed the performance AUROC for all seen and unseen classes. Our method has significant
gains on many individual classes. Compared to other methods, our method achieves up to 16% AUROC
gain on average performance on unseen classes and 2% AUROC gain over the second best method (CXR-
ML-GZSL). Italicized classes refer to unseen classes, and bold numbers represent the best AUROC in the
corresponding column

We conduct comparative experiments on different distance evaluation metrics, as shown
in Table 3. It can be seen from the experimental results that Euclidean distance is the most
widely employed and optimal distance measurement method. In comparison to the Man-
hattan distance, Chebyshev distance, and Lance and Williams distance, Euclidean distance
achieves the best classification results in this experiment. However, it treats the effects of
different dimensions of the sample equally, especially for the unseen class samples with
missing samples, which are easily influenced by the features of the seen class samples.
Therefore, the weighted Euclidean distance can more accurately reflect the sample’s overall
characteristics.

Figure 6 is an example prediction for 12 chest X-ray images in the test set. According
to the analysis results of the dataset, the number of samples with more than 3 (excluding 3)
true labels is few, so we select the top three predicted values on each test image. It can be
seen from the Fig. 6. that our model can still detect unseen classes even when the number of
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Table 3 Results of different distance evaluation metrics

Distance function Seen Unseen Harmonic Mean

Manhattan distance 0.74 0.48 0.582

Chebyshev distance 0.61 0.57 0.589

Lance and Williams distance 0.54 0.54 0.540

Euclidean distance 0.80 0.65 0.717

Weighted Euclidean distance 0.80 0.68 0.735

truth labels exceeds three. This shows that the proposed method is effective in challenging
setups where multiple seen and unseen classes are predicted simultaneously.

We carried out feature visualization for various diseases and contrast it with the patho-
logical location bounding boxes for those diseases that were provided in [54]. As shown in

Fig. 6 Results of the first three predictions for each image in the test set. Black represents true positives, red
represents false negatives, and blue represents false positives. Black and red labels are combined to represent
real labels
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Fig. 7 Visualization of the features of different diseases

Fig. 7, the darker the color is, the larger the value is. It can be considered that when the
network predicts different diseases, the red highlighted area may be regarded as its primary
criterion. It should be noted that since the image is cropped during feature extraction, the
heatmap may have some deviations from the original image annotation box.

4.2.2 Ablation experiment

We performed ablation experiments. In all ablation experiments, we set the initial learning
rate is set to 0.0001, the weight decay is 0.0003, and the batch sizes are 32. First, as shown
in Table 4, the effect of α alone on the framework’s overall performance is examined. Then
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Table 4 The effect of parameter α on the model

α β Seen Unseen Harmonic mean

0 0 0.79 0.63 0.701

1 0 0.80 0.65 0.717

2 0 0.79 0.65 0.713

3 0 0.79 0.61 0.688

Table 5 The effect of parameter β on the model

α β Seen Unseen Harmonic mean

0 0.00 0.79 0.63 0.701

0 0.01 0.79 0.69 0.736

0 0.02 0.79 0.66 0.719

0 0.03 0.79 0.67 0.725

1 0.01 0.80 0.62 0.698

Table 6 Results of ablation experiments

α β Seen Unseen Harmonic mean

0.79 0.63 0.701

� 0.79 0.65 0.713

� 0.79 0.67 0.725

� � 0.80 0.68 0.735

Blank space represents 0

Table 7 Experimental results of different backbone networks

Feature extractor Seen Unseen Harmonic mean

AlexNet [32] 0.73 0.63 0.676

VGG16 [52] 0.74 0.61 0.668

GoogleNet [53] 0.78 0.65 0.709

ResNet18 [20] 0.78 0.67 0.720

DenseNet121(ours) 0.80 0.68 0.735
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the impact of β alone on the overall performance of the framework is analyzed, as shown in
Table 5. The combined effect of α and β on the framework’s overall performance is shown
in Table 6.

It can be seen from Tables 4 and 5 that the parameter α has a greater effect on the seen
class, while the parameter β can promote the classification accuracy of the unseen class.
Table 5 displays the outcomes of our rerun experiment using the top-performing parameters
α = 1 and β = 0.01. Since the seen classes are known by the model during training,
the model over-learning the seen class features will affect the classification performance of
the unseen classes. Combined with the results in Figs. 4 and 5, we considered α = 2 and
β = 0.03 to be the best parameters for the experiment, and we further conducted ablation
experiments, and the results are shown in Table 6.

In Table 6, ‘�’ represents α = 2 or β = 0.03. According to the results of the ablation
experiment, both parameter α and β play a role in promoting the model, especially for
unseen classes, and their contribution is greater when used together than when used alone.

As shown in Table 7, we also conduct experiments with different feature extractors (back-
bone networks) to demonstrate the efficacy of our model. The model’s parameters remain
unchanged, except for the feature extractor. DenseNet can comprehensively employ shal-
low features with low complexity, and it is easier to obtain a smooth decision function with
superior generalization performance, so it can obtain more discriminative features than other
models.

5 Discussion

Recently, numerous methods for multi-label zero-shot image recognition have been pro-
posed by researchers. Among them, most of the current works use multimodal data for
auxiliary research, but there are many difficulties when dealing with zero-shot images, espe-
cially the existence of multiple labels. In order to overcome the difficulties and improve
the accuracy of multi-label zero-shot image recognition, this method uses fewer constraints
and proposes a weighted focused metric loss function, which achieves greater accuracy.
Evidently, metric learning has great potential in ZSL and can solve practical application
problems.

Our future work will consist of refining our algorithm and employing novel deep learn-
ing techniques for multi-label few-shot rare disease diagnosis in order to improve disease
detection capabilities.

6 Conclusion

In this paper, we design a method based on cross-modal deep metric learning to solve
the multi-label zero-shot chest X-ray image classification problem and name the model
CM-DML-GZSL. The three components of this model are a visual feature extractor, a
fixed semantic feature extractor, and a deep regression module. In addition, we designed
a weighted focused Euclidean distance metric loss function to increase the weight of hard
samples and help the model to classify. Experiments validate our model and 3 sets of com-
parative experiments by using the large public dataset ChestX-ray14 dataset. According to
the experimental results, our model achieves significant improvements on many individual
classes. This study shows that deep metric learning has great potential for solving zero-
shot problems, using simple and low-complexity metric losses to achieve better results than
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complex models. In the future, we will further study the detection problem of multi-label
zero-shot chest X-ray images by combining convolution and Transformer. The method used
will still be metric learning.
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