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ABSTRACT

Objectives: Ambient clinical documentation technology uses automatic speech recognition (ASR) and natural

language processing (NLP) to turn patient–clinician conversations into clinical documentation. It is a promising

approach to reducing clinician burden and improving documentation quality. However, the performance of

current-generation ASR remains inadequately validated. In this study, we investigated the impact of non-lexical

conversational sounds (NLCS) on ASR performance. NLCS, such as Mm-hm and Uh-uh, are commonly used to

convey important information in clinical conversations, for example, Mm-hm as a “yes” response from the

patient to the clinician question “are you allergic to antibiotics?”

Materials and Methods: In this study, we evaluated 2 contemporary ASR engines, Google Speech-to-Text Clini-

cal Conversation (“Google ASR”), and Amazon Transcribe Medical (“Amazon ASR”), both of which have their

language models specifically tailored to clinical conversations. The empirical data used were from 36 primary

care encounters. We conducted a series of quantitative and qualitative analyses to examine the word error rate

(WER) and the potential impact of misrecognized NLCS on the quality of clinical documentation.

Results: Out of a total of 135 647 spoken words contained in the evaluation data, 3284 (2.4%) were NLCS.

Among these NLCS, 76 (0.06% of total words, 2.3% of all NLCS) were used to convey clinically relevant informa-

tion. The overall WER, of all spoken words, was 11.8% for Google ASR and 12.8% for Amazon ASR. However,

both ASR engines demonstrated poor performance in recognizing NLCS: the WERs across frequently used

NLCS were 40.8% (Google) and 57.2% (Amazon), respectively; and among the NLCS that conveyed clinically rel-

evant information, 94.7% and 98.7%, respectively.

Discussion and Conclusion: Current ASR solutions are not capable of properly recognizing NLCS, particularly

those that convey clinically relevant information. Although the volume of NLCS in our evaluation data was

very small (2.4% of the total corpus; and for NLCS that conveyed clinically relevant information: 0.06%),
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incorrect recognition of them could result in inaccuracies in clinical documentation and introduce new patient

safety risks.

Key words: medical scribe, digital scribe, information technology [L01.479], electronic health records [E05.318.308.940.

968.625.500], speech recognition software [L01.224.900.889], workflow [L01.906.893], documentation [L01.453.245]

INTRODUCTION

Clinician burnout has been recently declared as a public health cri-

sis.1 Clinical documentation, defined as “the capturing and record-

ing of clinical information, often in real time whilst the patient is

present—for example, during consultation, assessment, imaging,

and treatment,”2 is a tedious process known to be a major contribu-

tor to clinician burnout.3 The widespread adoption of electronic

health records (EHR) in the United States has exacerbated the situa-

tion. Recent work has found that clinicians could spend over half of

their workday performing desktop medicine tasks using the HER,4,5

often at the expense of time that could be otherwise spent on direct

patient care. This issue has prompted a growing interest in develop-

ing technological solutions to automate, at least in part, the clinical

documentation process.

One promising approach is the use of ambient audio-recording

devices installed in the exam room, along with an automatic speech

recognition (ASR) system, to capture and transcribe the patient–

clinician conversation followed by using natural language processing

(NLP) to generate clinical documentation based on the resultant

transcript.6–8 This ambient clinical documentation technology, also

referred to as “digital scribes,” provides great potential to alleviate

the documentation burden in addition to producing potentially

higher quality clinical data.9

In the past decade, substantial investments have been made by

both the industry (eg, Google,10 Microsoft/Nuance11,12), 3M

M*Modal Fluency Align,13 as well as the academic research com-

munity6,14,15 in developing the ambient clinical documentation tech-

nology. For example, Microsoft launched Project EmpowerMD in

2018 that aimed to create artificial intelligence-based tools to auto-

mate clinical documentation; and the company recently acquired

Nuance Communications, which developed the commonly used

medical speech recognition software Dragon Medical One, to fur-

ther this ambition.16,17 Some of these efforts have now led to com-

mercially available digital scribe solutions. For example, at the time

of writing, both Google18 and Amazon,19 among others, have

released the commercially available version of their speech recogni-

tion engines specifically trained for clinical conversation.

While significant progress has been made, the complexity of gen-

erating clinical documentation based on patient–clinician conversa-

tion remains inadequately explored.6,9 Despite the fact that there

has been abundant research on the interactions between patients

and clinicians in the exam room through the lenses of sociolinguistic

perspectives (eg, conversation analysis, discourse analysis),20–24 few

studies have taken such dynamics into account in building digital

scribe systems.25,26 One particularly salient issue originates from

expressions such as Mm-hm, Mm, and Uh-huh, which are com-

monly used by both patients and clinicians to communicate

acknowledgement, positive or negative affirmations, or question-

ing.27,28 For example, when a clinician asks, “are you allergic to

penicillin,” a patient may respond with Hm as a conversation filler,

Uh-huh or Mm-hm as yes, or Uh-uh as no. Such expressions are gen-

erally called continuers,29 turn-initial particles,30 backchannels,31 or

non-lexical conversational sounds (NLCS),32,33 depending on the

context. For simplicity, we refer to all of them as NLCS in this

article.

While frequently used in clinical conversation, NLCS can be

incorrectly and/or inconsistently recognized by ASR engines34,35

because they are often acoustically similar (eg, Uh-huh vs Uh-uh; see

pronunciation examples at Supplementary File—Video), and their

interpretation may be modulated by non-lexical features of speech,

for example, changes in the intonation and rhythm may alter the

meaning of Mm from answering positively to a question, or simply

to note to the other party of the conversation that they are listen-

ing.32,36,37 For the ambient clinical documentation technology to

work, the recognition of such sounds and proper interpretation of

their meaning are important to generate high-quality transcripts for

use in later processes (eg, using NLP) to produce preliminary clinical

documentation. Failure to do so could result in incomplete clinical

documentation at the minimum, and in certain cases could lead to

severe patient safety consequences, for example, when a “yes”

response to an allergy-related question is not properly captured due

to the use of NLCS.

In this article, we report an empirical study that assessed how

commercially available ASR engines perform in recognizing NLCS

sounds from clinical conversation. The objectives were 4-fold: (1) to

quantify the prevalence of NCLS from a sample set of ambulatory

primary care physician office visits, (2) to classify the semantic type

and the meaning of NLCS into distinct categories (eg, serving as a

conversational filler vs providing explicit answer to a clinical probe,

positive affirmation vs negative affirmation), (3) to evaluate if con-

temporary ASR engines can accurately recognize and differentiate

NLCS sounds, and (4) to analyze recognition errors identified in the

performance evaluation.

MATERIALS AND METHODS

ASR engines evaluated
As this study focuses on the ambient clinical documentation technol-

ogy, we selected ASR engines specifically designed to transcribe clin-

ical conversations that involved at least 2 parties and generally took

place in an exam room, as opposed to ASR systems intended for use

as a one-on-one dictation tool. To the best of our knowledge, Goo-

gle Cloud Speech-to-Text (Google, Mountain View, USA) with the

“medical_conversations” model, and Amazon Transcribe Medical

(Amazon, Seattle, USA) with the combined “primarycare” and

“conversation” model, are the only 2 such ASR engines that are cur-

rently commercially available. Although we were aware of other

efforts in developing ASR engines for clinical conversation, notably

Dragon Medical SpeechKit SDK (Nuance, Burlington, USA) and

DeepScribe.ai (DeepScribe, San Francisco, USA), despite repeated

requests, we were unable to obtain their software for this evaluation.

Therefore, this study was based on the language models of Google

Cloud Speech-to-Text and Amazon Transcribe Medical tailored for

clinical conversation; hereafter referred to as “Google ASR” and

“Amazon ASR,” respectively.
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Evaluation data
The evaluation data were based on anonymized transcripts of 36

patients’ in-person primary care encounters with 5 primary care pro-

viders. The original dataset was collected between 2007 to 2009 in

southeast Michigan and were transcribed by professional transcrip-

tionists, for an NIH-funded project that aimed to study patient–

clinician interactions in the exam room.38–40 All patients were

between 50 and 80 years of age. This dataset has been extensively

used in prior research on topics such as detection of discussion

topics, clinician adherence to best practice guidelines, and analysis

of shared decision making.38–51

To eliminate the potential undesired effects of recording-related

factors (eg, varied volume and background noise levels) and

speaker-related factors (eg, non-native English speaker vs native,

speakers with strong accent), and to achieve the highest quality of

audio recording possible, we re-enacted these encounters based on

the transcripts in a sound studio using a professional-grade micro-

phone (Blue Yeti, Logitech International S.A., Lausanne, Switzer-

land). Two native-English speaking graduate student research

assistants read aloud off the transcripts. Neither of them had any

prior knowledge that the recognition accuracy of NLCS was to be

evaluated. The microphone was placed within 3 feet between them.

Additional information on our recording setup and the re-enacting

procedures is provided in Supplementary Data File S1. The Institu-

tional Review Board reviewed the protocol of this study and deemed

it to be nonhuman subjects’ research.

Qualitative analysis for determining the semantic types

of NLCS
To study how NLCS may influence ASR performance, we first con-

ducted a qualitative analysis to delineate the conversational func-

tions of the NLCS utterances found in the evaluation data. This

analysis was informed by prior sociolinguistic work, for example,

Ward’s inventory of NLCS that provides a list of commonly used

NLCS in American English.32 The results are henceforth referred to

as “semantic types,” defined in detail in Table 1.

A video file illustrating the differences between these semantic

types can be found at Supplementary File—Video. For example,

Mm-hm could be used to denote the receipt of information or to

note that the person was listening (“acknowledgement or back-

channel”), as part of a disfluency (“filler words or speech dis-

fluency”), or to raise a question (“question”). It could also be used

to express agreement or disagreement (“positive or negative affirma-

tion in response to declarative questions or statements,” hereafter

referred to as “affirmation-declarative”), in lieu of “yes” or “no” to

answer a probe (“positive or negative affirmation in response to

non-declarative questions,” hereafter referred to as “affirmation-

non-declarative”). Among these semantic types, “acknowledgement

or backchannel” and “filler words or speech disfluency” generally

do not convey any real meaning but are instead used to facilitate the

flow of the conversation.

Qualitative analysis for determining the clinical

relevance of NLCS
In addition to distinguishing between NLCS semantic types, we also

analyzed the clinical relevance of NLCS. For each of the NLCS

utterances found in the evaluation data, we examined each utterance

to determine if it were incorrectly captured or were omitted from

clinical documentation, whether it might result in loss or change of

clinically relevant information; for example, omitting Uh-huh that

represents a “yes” response to the question “are you allergic to

aspirin?”

In this analysis, the clinical relevance determination was guided

by a primary care physician task list developed by Wetterneck

et al54 and a generic annual history checklist for primary care.55 The

former is a comprehensive taxonomy of common tasks that primary

care physicians perform. The latter provides a list of information

that physicians would solicit from the patient during a typical pri-

mary care encounter, such as medication history, preventative

screening information, and social history. An NLCS utterance was

marked as conveying clinically relevant information if it pertained

to a specified primary care task or annual history checklist item. In

this study, we did not assess the clinical significance of an NLCS, or

the likelihood or magnitude/severity of incorrect recognition of it on

affecting clinical decision making or patient safety.

Coding process for classifying NLCS semantic type and

clinical relevance
We used a 2-step process to code for NLCS utterances by semantic

type and clinical relevance. First, one of the authors (BDT) con-

ducted the initial screening of all NLCS utterances identified in the

data (N¼3284) to classify them as (1) containing potentially clini-

cally relevant information (eg, positive or negative affirmation in

response to a nondeclarative question) or (2) being used to facilitate

conversation (eg, filler word or speech disfluency). Then, 2 coders

(BDT and KL) independently coded the utterances by semantic type

and clinical relevance among the NLCS found to potentially contain

clinically relevant information (N¼767). In this second step, the

inter-rater agreement (Cohen’s Kappa) achieved between the 2

coders: 0.80 when determining the semantic type and 0.83 when

determining if an NLCS conveyed clinically relevant information.

All disagreements were resolved in consensus development

meetings.

ASR performance evaluation
The audio files were uploaded to Google ASR and Amazon ASR

and processed using the following parameters: (1) language: Eng-

lish, (2) model: “medical_conversations” for Google ASR and

“primarycare” þ “conversation” for Amazon, (3) automatic punc-

tuation: yes, and (4) speaker diarization: 2 speakers. Each hour of

audio recording took approximately 15 min for either of the ASR

engines to process. The cost for processing a total of 975 min of

recordings was $33 for Google ASR and $73 for Amazon ASR, at

the time when this study was conducted (November 2021).

RESULTS

Descriptive statistics
The anonymized transcripts of the 36 primary care encounters each

contained 1527 to 13 203 words (mean: 3692, SD: 1994); 26.3% to

67.7% (mean: 43.4%, SD: 9.7%) of them were spoken by patients.

The duration of the reenacted audio recordings was between 12.6

and 55.3 min (mean: 27.1, SD: 13.8). In total, the transcripts con-

tained 135 647 spoken words. Among them, there were 3284 NLCS

utterances, ranging 21 to 245 instances (mean: 91, SD: 55) per

encounter. The most common NLCS were Mm-hm, Oh, Um, Uh,

Ah, Uh-huh, Huh, Mm, Hm, Eh, and Uh-uh. Some other NCLS,

such as Aw, Hum, Oops, Hooray, Geez, Uh-oh, and Woo-hoo, also

appeared in the data but infrequently. They were not analyzed in

this article and are instead listed in Supplemental Data File S1.
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NLCS semantic types
Table 2 reports how often the frequently uttered NLCS (ie, Mm-hm,

Oh, Um, Uh, Ah, Uh-huh, Huh, Mm, Hm, Eh, and Uh-uh)

appeared under different semantic types.

As shown in Table 2, a majority of these NLCS were used for

filler word and disfluencies (N¼2047), followed by acknowledge-

ment or backchannel (N¼887), affirmation-declarative (N¼111),

and affirmation-nondeclarative (N¼43). The NLCS that often con-

veyed clinically relevant information included Mm (N¼7), Mm-hm

(N¼57), Uh-huh (N¼6), and Uh-uh (N¼6). All of them fell into

the affirmation-declarative semantic type or the affirmation-

nondeclarative type. For example, the doctor stated, “Do you want

to see a therapist next door?,” and the patient uttered Mm-hm as a

“yes” response (affirmative-declarative); or the doctor asked “Now,

um, apart from the hysterectomy, uh, any other surgery you had?,”

and the patient responded negatively using Uh-uh (affirmative-non-

declarative). It is noteworthy that almost all of the NCLS that con-

veyed clinically relevant information were uttered by the patient

speaker (75 of 76).

ASR performance with NLCS
The performance of the 2 ASR engines in correctly recognizing

NLCS is reported in Table 3. The upper portion shows the results

for the NLCS instances that conveyed clinically relevant informa-

tion. The error rate was 94.7% for Google ASR and 98.7% for

Amazon ASR. Of the NLCS conveying clinically relevant informa-

tion that were incorrectly recognized, the meaning of 72 of them

(100% of total instances) was lost for Google ASR and 67 (89.3%)

was lost for Amazon ASR, either because the original NLCS were

deleted, or were replaced with some other NLCS whose meaning

could no longer be ascertained (eg, Mm-hm became Hum). We did

not find any clinically relevant NLCS whose meaning was reversed

(eg, Mm-hm “yes” became Uh-uh “no,” or vice versa). Using the

total number of NLCS as denominator (ie, 3284), the error rate in

recognizing NLCS that conveyed clinically relevant information was

2.2% for Google ASR and 2.0% for Amazon ASR. The lower por-

tion of Table 3 shows the results pertaining to all frequently used

NLCS regardless of whether they conveyed clinically relevant infor-

mation. The error rate was 40.8% for Google ASR and 57.2% for

Amazon ASR.

Table 3 also shows a breakdown by error type, that is, substitu-

tion (an NLCS utterance was substituted with another NLCS, or

with an irrelevant word), deletion (an NLCS utterance was omitted

Table 1. NLCS semantic types

Semantic type Definition Example

Acknowledgement or backchannel A short verbal response to acknowledge the

receipt of information, or to maintain the

continuity of a conversation.52,53

Patient: We talked about getting my eyes checked last

month, and—

Doctor: Mm-hm. And did they check your eye pressures

at your last visit?

Filler word or speech disfluency Stuttering, repetitions, and revisions as part

of a conversational dialog.

Doctor: How’s your mother?

Patient: Just turned 90. She doesn’t really have any major

health problems, Uh-huh.

Positive or negative affirmation in

response to a declarative question

or statement

A short verbal response to indicate agree-

ment or disagreement to a declarative

question or statement.32

Example of agreement:

Doctor: Looking at my records here, you had a complete

hysterectomy.

Patient: Mm-hm.

Example of disagreement:

Doctor: The chart shows that you had your ultrasound

on the 22nd.

Patient: Uh-uh.

Positive or negative affirmation in

response to a nondeclarative

question

A short verbal response to provide “yes”

or “no” answer to a nondeclarative

question.32

Example of a “yes” response:

Doctor: Nicotine gum for your smoking. Do you want to

try it?

Patient: Mm-hm.

Example of a “no” response:

Doctor: Do you have time to see a therapist today?

Patient: Uh-uh.

Question A short verbal response to specify

questioning by the speaker.32

Doctor: Still need a refill on that medication, huh?

Patient: Yes.

Unsure The conversational function of the NLCS

cannot be readily ascertained from the

context.

Patient: Do you see that, right there?

Doctor: Hmm. Uh-huh. Okay.

NLCS: non-lexical conversational sounds.

Table 2. NLCS counts and their usage in conveying clinically rele-

vant information

Semantic type Total number

of instances

Number of

instances that

conveyed clinically

relevant information

Acknowledgement or backchannel 887 0

Affirmation-declarative 111 44

Affirmation-nondeclarative 44 32

Filler word and disfluencies 2047 0

Question 68 0

Unsure 5 0

NLCS: non-lexical conversational sounds.
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from the transcribed text), and insertion (NLCS that were not

uttered in the spoken conversation were added to the transcribed

text). In general, Google ASR tended to produce a higher rate of

substitution errors (37.8%), and Amazon ASR tended to produce a

higher rate of deletion errors (36.9%). In other words, Google ASR

captured most of the NLCS utterances but failed to transcribe many

of them correctly, whereas Amazon ASR omitted many of the NLCS

utterances.

Table 4 exhibits some representative examples of the deletion,

substitution, and insertion errors. The first row shows that Mm-hm,

commonly used by patients to convey a “yes” response, was omit-

ted. This deletion error could result in loss of information in the

eventual clinical documentation. The second row shows 3 examples

of the substitution error. In the first example, the NLCS utterance

Mm-hm was replaced with “is it,” a phrase that does not have any

interpretable meaning in the context of the conversation. In the sec-

ond and third example, the original conversions contained Mm and

Uh-uh, which respectively conveyed the patient’s “yes” and “no”

answer response to the questions asked by the clinician. In both

cases, they were substituted with Hum-um, which again does not

have any interpretable meaning in the context of the conversation

and the substitution could thus lead to loss of information. The last

row shows an insertion error wherein Uh-huh was added when no

such NLCS was uttered by either the patient or the clinician during

the spoken conversation.

Common substitution words that the NLCS were changed to, of

those that could convey clinically relevant information, are reported

in Table 5. As shown in the table, there is no consistent pattern as to

with what these NCLS would be replaced by the ASR engines.

Supplementary Data File S1 lists common substitution errors for fre-

quently used NLCS that we identified from the empirical data.

ASR performance with non-NLCS
In addition to NLCS, we also performed a separate analysis on the

recognition accuracy of non-NLCS words of the 2 ASR engines.

When only non-NLCS words were included (N¼132 363), the

word error rate (WER) was 11.8% for Google ASR and 12.8% for

Amazon ASR. These error rates are much lower than the results

obtained with NLCS. These error rates are also lower than what has

been published in the literature (14–65%6,56), but higher than the

results of studies that evaluated ASR performance in one-on-one dic-

tation (ranging from 5% to 9% or 7% to 40% depending on

whether a specialized vocabulary was used57). This may be a reflec-

tion of the higher quality audio recordings that we produced

through re-enacting the clinical encounters in a professional sound

studio. Such recordings were, however, still more challenging to

process when compared to audio data from one-on-one dictation

scenarios.

DISCUSSION

There has been an extensive body of literature studying patient–clini-

cian interactions in the exam room. These studies have examined

topics such as how clinicians solicit patient concerns, how patients

provide narratives on their symptomatology, and how clinicians con-

duct shared decision-making processes with patients.28,58–61 Some of

these studies have also looked into non-lexical sounds and the roles

that they play in conveying meaning or facilitating clinical conversa-

tion.20 For example, Stivers and Heritage28 showcased how Mm-mm

could be used by the patient to answer a clinical question, or how

Mm-hm could be used as a backchannel by the physician. To the best

of our knowledge, the present study is the first to examine the implica-

tions of properly handling NLCS in the context of generating clinical

documentation using the emerging ambient clinical documentation

technology, or “digital scribes.” As previously mentioned, this tech-

nology holds great promise for reducing documentation burden, miti-

gating clinician burnout, and improving the comprehensiveness and

accuracy of clinical data.

Our evaluation results however show that the 2 contemporary

ASR engines, Google Speech-to-Text and Amazon Transcribe Medi-

cal, performed poorly in recognizing the NLCS. Many NCLS that

conveyed clinically relevant information were omitted, and many

were substituted with other NLCS or irrelevant words. Such findings

are important because, as documented in the literature20 and dem-

onstrated by our empirical data, NLCS were frequently used by

both patients and clinicians to convey important meaning, for exam-

ple, “yes” or “no” answers to questions such as “are you allergic to

aspirin?” Our analysis of the 36 primary care clinical encounters

shows that, on average, NLCS were used more than 30 times per

encounter. Some of these NLCS were used to communicate clinically

relevant information that, if not properly captured, could result in

inaccuracies in clinical documentation and possibly adverse patient

safety events. Because the quality of the transcripts generated by

ASR engines is critical for the success of downstream tasks, for

example, using NLP to transform verbatim transcripts into clinical

documentation to facilitate patient care, compliance, and billing for

Table 3. Word error rate (WER) for NLCS

NLCS type Google ASR Amazon ASR

Substitution

rate (%)

Deletion

rate (%)

Insertion

rate (%)

WER

(%)

Total instances

as transcribeda

Substitution

rate (%)

Deletion

rate (%)

Insertion

rate (%)

WER

(%)

Total instances

as transcribeda

NLCS that conveyed clinically relevant information

Mm (conveying “yes”) 100.0 0.0 0.0 100.0 7 28.6 71.4 0.0 100.0 7

Mm-hm (conveying “yes”) 93.0 7.0 0.0 100.0 57 24.6 75.4 0.0 100.0 57

Uh-huh (conveying “yes”) 33.3 0.0 0.0 33.3 6 83.3 0.0 0.0 83.3 6

Uh-uh (conveying “no”) 66.7 33.3 0.0 100.0 6 83.3 16.7 0.0 100.0 6

Average 86.8 7.9 0.0 94.7 76 34.2 64.5 0.0 98.7 76

All frequently used NLCS

Average 37.8 2.1 1.0 40.8 3179 20.3 36.9 0.0 57.2 3186

NLCS: non-lexical conversational sounds.
aThese 2 columns are not identical because of insertion and deletion errors generated by ASR.
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services, our findings provide insights into further developing the

ambient clinical documentation technology to improve recognition

accuracy and minimize potential patient safety risks.

This finding is also thought-provoking for 3 additional reasons.

First, the 2 ASR engines evaluated in this study are specifically tail-

ored for clinical conversations, which have demonstrated superior

performance in processing conversational data when compared to

other generic ASR engines (eg, Nuance Dragon Medical which is

optimized for one-on-one dictation).62,63 Second, our re-enacted

recordings were produced in a professional audio studio setting and

thus are likely of much better quality than recordings from realistic

clinical settings. Third, the re-enaction was performed by 2 Ameri-

can English native speakers, eliminating the complication that may

be caused by speakers’ accents. These 3 reasons suggest that our

results likely represent an upper bound of potential ASR perform-

ance in the context of transcribing NLCS contained in patient–clini-

cian conversations. Real-world conditions will likely result in

reduced performance.

The findings of this study suggest that the ability of the contem-

porary ASR engines in correctly recognizing NLCS has much room

for improvement—improvement that we believe is within reach. In

listening to the re-enacted recordings, we are confident that the

semantic type and the meaning of a majority of the NLCS can be

reliably determined by a human listener. This means that different

non-lexical sounds exhibit distinct characteristics, and training

machines to differentiate them should be technically possible. We

thus urge developers of the ambient clinical documentation technol-

ogy to use such non-lexical sounds, including attributes such as

tone, rhythm, and the surrounding context, to ensure that NLCS are

not only correctly transcribed, but that their semantic type and con-

veyed meaning are properly captured. Our findings illustrate how

such abilities are essential prerequisites for the success of the subse-

quent clinical documentation generation processes based on the

resultant transcripts. Additionally, we also encourage clinicians to

adopt new communication strategies, for example, by verbally con-

firming the intended meaning of patient answers conveyed by

NLCS, to avoid ambiguities and to help ASR achieve best possible

performance.

It should be noted that in our study, the WER of Google ASR

and Amazon ASR for non-NLCS words—11.8% and 12.8%,

respectively—are better than what has been reported in other studies

evaluating the performance of conversational ASR engines (ranging

from 14% to 65%6,56). This difference may be accounted for by the

superior quality of the audio recordings that we produced in a pro-

fessional studio setting for this study. It should also be noted that

the volume of NLCS, compared to the number of non-NLCS words

exchanged in clinical conversations, is very small (2.4% vs 97.6%

according to our empirical data). However, the WERs for NLCS are

much higher. As reported earlier, in our study, over 40% of the fre-

quently used NLCS (2.4% of total spoken words), and over 94% of

the NLCS that conveyed clinically relevant information (0.06% of

total spoken words, 2.3% of all NLCS), were not correctly recog-

nized by Google ASR; and these rates were 57% and 98% for Ama-

zon ASR, respectively. Although misrecognized clinically relevant

NLCS comprised less than 0.06% of all spoken words, we believe

that such errors could lead to patient safety risks. Lastly, since we

did not assess the clinical significance of these errors or the likeli-

hood that clinicians would blindly trust the ASR-recognized results

and act on the erroneous information without verification, these

may be worthwhile subjects for future studies. For example, Zhou

et al64 identified a 20-fold decrease in clinically relevant errors after

physician review of dictated medical reports. That said, we believe

that improving ASR recognition accuracy is still of vital importance

both to minimize the chance of errors and to reduce clinicians’

burden on recognizing and correcting them during their busy

clinical work.

This study has several limitations. First, we used the transcripts

from 36 primary care encounters in evaluating the ASR engines. The

relatively small sample size, coupled with the fact that only the pri-

mary care setting was included, may limit the generalizability of our

results. Second, we re-enacted the clinical conversations based on

the original transcripts in a professional audio studio. Thus, our

findings may not reflect the true ASR performance when applied to

audio recordings obtained from realistic clinical environments which

are susceptible to multiple dimensions of complications such as

background noises, interruptions (eg, the clinician answering a

phone call), different styles of enunciation and intonation used by

patients and clinicians, and the possibility that there may be more

than 2 speakers in the room. This does not invalidate our findings,

Table 4. Sample ASR errors

Error type Spoken conversation Transcribed text

Deletion And your dad had lung

cancer?

And your dad had lung

cancer?

Mm-hm. [deleted]

Substitution Okay. Your vision is good? Okay. Your vision is good?

Mm-hm. Is it.

And your dentures fit fine? And your dentures fit fine?

Yep. Yep.

No problems with them? No problems with them?

Mm. Hum-um.

All right. No frequency, no

burning?

All right. No frequency?

No burning?

Uh-uh. Hum-um.

Insertion I leave at 5:45, Monday

through Friday, out my

front door and walk for

45 minutes.

I leave at 5:45 Monday

through Friday. Uh-huh.

Out in my front door

and walk for 45 minutes.

ASR: automatic speech recognition; NLCS: non-lexical conversational

sounds.

Table 5. Common substituted words for each NLCS type that could

convey clinically relevant information

Google ASR Amazon ASR

NLCS Type Substituted to Number

of instances

Substituted to Number

of instances

Mm Hum 26 Uh-huh 5

Um 23 Um 5

Um-hum 12

Mm-hm Um-hum 733 Uh-huh 47

Uh-huh 6 Um 16

Hum 1 Mm 11

Uh-huh Huh-uh 4 Uh 64

Uh 2 Huh 11

Um-hum 1 Oh 8

Uh-uh Huh-uh 4

Hum-um 1

ASR: automatic speech recognition; NLCS: non-lexical conversational

sounds.
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though, as the real-world conditions will be more challenging and

will likely result in poorer ASR performance. Third, our study only

evaluated 2 ASR engines. We are aware that there have been other

efforts by academic institutions and start-up companies (eg, Deep-

Scribe.ai) to develop next-generation ASR engines specifically to

enable the ambient clinical documentation technology. However,

we were unable to access these ASR engines for this study. Further,

there could be other efforts in developing similar ASR products that

we were not aware of when this study was conducted (eg, M*Modal

Fluency Align from 3M,13 suki.ai65). Lastly, our evaluation focused

on NLCS that conveyed clinically relevant meaning. There could be

nonclinical information exchanged during casual conversation with

NLCS that is equally critical to patient wellbeing, such as social

determinants of health information (eg, food insecurity, transporta-

tion access, or financial stability). That said, it would seem reason-

able to assume that our findings on ASR performance with respect

to the exchange of clinically relevant information would similarly

apply to the exchange of other nonclinical information in the exam

room.

CONCLUSION

We evaluated the performance of 2 contemporary ASR engines in

recognizing NLCS commonly used in the exam room, in the context

of assessing the feasibility of the ambient clinical documentation

technology. The failure to correctly capture such sounds, many of

which could convey critical clinical information (eg, Mm-hm as

“yes” and Uh-huh as “no” to the question “are you allergic to anti-

biotics?”), may cause inaccuracies in clinical documentation and

introduce new patient safety risks. The results show that while both

ASR engines yielded better results with non-NLCS words, their per-

formance on correctly recognizing NLCS was suboptimal, with a

majority of the NLCS being either omitted or substituted with irrele-

vant words. Although the clinically relevant NLCS error rate is

under 0.06%, such errors could result in missing information or

incorrect interpretation of what was expressed by the patient or

clinician during a clinical encounter. Future work is therefore

needed to improve the performance of ASR, including correct recog-

nition of NLCS, in order to minimize recognition errors and patient

safety risks of the ambient clinical documentation technology.
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