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a b s t r a c t

The use of molecular biomarkers to support disease diagnosis, monitor its progression, and guide drug 
treatment has gained traction in the last decades. While only a dozen biomarkers have been approved for 
their exploitation in the clinic by the FDA, many more are evaluated in the context of translational research 
and clinical trials. Furthermore, the information on which biomarkers are measured, for which purpose, and 
in relation to which conditions are not readily accessible: biomarkers used in clinical studies available 
through resources such as ClinicalTrials.gov are described as free text, posing significant challenges in 
finding, analyzing, and processing them by both humans and machines. We present a text mining strategy 
to identify proteomic and genomic biomarkers used in clinical trials and classify them according to the 
methodologies by which they are measured. We find more than 3000 biomarkers used in the context of 
2600 diseases. By analyzing this dataset, we uncover patterns of use of biomarkers across therapeutic areas 
over time, including the biomarker type and their specificity. These data are made available at the Clinical 
Biomarker App at https://www.disgenet.org/biomarkers/, a new portal that enables the exploration of 
biomarkers extracted from the clinical studies available at ClinicalTrials.gov and enriched with information 
from the scientific literature. The App features several metrics that assess the specificity of the biomarkers, 
facilitating their selection and prioritization. Overall, the Clinical Biomarker App is a valuable and timely 
resource about clinical biomarkers, to accelerate biomarker discovery, development, and application.

© 2023 Published by Elsevier B.V. on behalf of Research Network of Computational and Structural 
Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/ 

licenses/by-nc-nd/4.0/).

1. Introduction

In the last decades, biomarkers have become pillars in research, 
healthcare, and drug discovery [1]. Biomarkers provide information 
about disease prognosis, and progression, and can be used to 
monitor the efficacy and safety of drug therapy. Although the nature 
of biomarkers might be very heterogeneous, including proteins, 
metabolites, cell types, and even physiological variables, like blood 
pressure, the term is often employed to designate molecular bio
markers [2]. Traditional molecular biomarkers are proteins 

measured in the blood or other biological fluids, yet more recently, 
genomic biomarkers1 have emerged as a new type of biomarker. This 
category includes the detection of alterations in the mRNA levels of 
genes, or their methylation level, and the presence of single nu
cleotide polymorphisms [3–7]. Proteomic and genomic biomarkers 
are special candidates in the quest to find novel molecular markers 
due to the role they play in disease development and therefore are 
also attractive as mechanistic disease biomarkers. Mechanistic bio
markers are preferred over other types because they can be used to 
monitor more reliably the onset of disease and its progression.

The increasing diversity of technologies to measure molecules, 
and the decreasing costs of high throughput assays have paved the 
way for the discovery of new genes and proteins that could serve as 
biomarkers. Nevertheless, the number of these entities entering the 
clinic is relatively small, and the rate of approval of new biomarkers 
is very slow [2,8]. Resources compiling information about 
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investigational biomarkers are scarce [9,10] and they do not include 
data from clinical studies.

The Clinical Trials database (CT.gov from now on) is a public re
source providing information on privately and publicly funded 
clinical studies for a variety of diseases and conditions, carried out 
across 220 countries. This resource has undergone a process of 
standardization [11], and a substantial portion of the information 
about the studies is provided in a structured format, like the con
ditions (diseases) and the interventions (for example drugs) tested. 
Different techniques to measure biomarkers are used across clinical 
studies, and this information is included in the studies provided by 
CT.gov. Therefore, CT.gov is a rich source of information on the use of 
biomarkers in clinical studies. Nevertheless, the information on the 
biomarkers is not structured and is provided across different sec
tions of each study as free text descriptions, making it difficult to 
find it and its subsequent exploitation. Thus, text mining approaches 
are required for the identification of biomarkers used in clinical 
studies from CT.gov and support systematic and large-scale data 
analysis.

In this contribution, we designed and applied a text mining pi
peline to extract information on biomarkers used in clinical trials 
available on CT.gov and complement it with the structured in
formation contained in this resource, and with information mined 
from the scientific literature. We employed machine learning ap
proaches to automatically classify the biomarkers in six types ac
cording to the methodologies used to measure them by relying on 
the textual content of sentences in which the biomarker is men
tioned. In addition, we implemented different metrics to assess the 
specificity of biomarkers. Both the biomarker types and the metrics 
can be used for biomarker selection and prioritization. The data 
obtained by applying the text mining pipeline to CT.gov was ana
lyzed to uncover patterns of use of biomarkers across therapeutic 
areas over time, including the biomarker type and their specificity. 
Finally, we present a new resource, the Clinical Biomarker App 
(https://www.disgenet.org/biomarkers/), a portal that enables ex
ploring CT.gov-associated biomarkers in novel ways.

2. Methods

2.1. Data

We downloaded the clinical trials data from the Clinical Trials 
Transformation Initiative (https://aact.ctti-clinicaltrials.org/down
load, on December 17, 2021).

These data include the name of the conditions (disease, disorder, 
syndrome, illness, or injury) investigated in the trial. We normalized 
the condition names provided in the files to Medical Subject 
Headings (MeSH) identifiers using the Unified Medical Language 
System (UMLS) Metathesaurus [12].

We queried PubMed using a query to select articles in English on 
biomarkers in humans ('("Biomarkers"[Mesh]) and hasabstract[text] 
and english[language] and humans') obtaining 610,000 publications 
(December 2021). From this list of publications, we kept the ones 
mentioning the biomarkers identified in the clinical trials dataset 
(MEDLINE dataset).

2.2. Text mining

Named entity recognition (NER) and relation extraction (RE) 
were performed using a method based on [13]. Briefly, we performed 
NER based on a gene dictionary to detect mentions of genes and 
proteins in the following sections of a clinical trial record from 
CT.gov: outcomes, outcome measurements, and design outcomes. 
For MEDLINE publications, we performed NER for genes/proteins 
and diseases, and RE to identify associations between genes/proteins 
and diseases.

The classification of the biomarker type according to measure 
methodology was achieved by machine learning. Two classifiers 
were developed using 2 manually annotated document corpora. We 
selected 1500 sentences from CT.gov records with mentions of bio
markers and classified them into 6 different categories: (1) protein 
biomarkers, which encompasses proteins that are measured in 
blood, or other biological fluids, or that have been detected using 
immunohistochemistry, (2) genetic biomarkers, which includes 
genes that contain polymorphisms, copy number alterations, or 
chromosomal abnormalities, (3) phosphobiomarkers, that include 
abnormal protein phosphorylation, (4) epigenetic biomarkers, that 
undergo changes in DNA methylation patterns, and (5) expression 
biomarkers, which are genes that are measured as mRNA, and non- 
coding RNA such as microRNAs, and (6) cell markers, mainly com
posed of cell surface antigens. We applied a similar annotation 
procedure to 1500 sentences of the biomarker dataset extracted 
from MEDLINE abstracts. Thus, we created 2 corpora, one based on 
CT.gov sentences and the other one from MEDLINE sentences, which 
were used to develop two different random forest classifiers. The 
random forest models were used to classify the type of biomarker 
identified both from CT.gov records and MEDLINE publications. We 
use the rpart package, via the library tidymodels in R [14]. We per
formed hyperparameter tuning for the number of tokens (max_to
kens), trees (trees), and features (mtry) using a regular grid. We 
provide more details of the implementation, along with a sample of 
the developed corpus in this GitHub repository (https://github.com/ 
jpinero/biomarkers).

2.3. Metrics

We use the relative entropy or Kullback–Leibler divergence (DKL) 
to compare the distribution of disease classes of a particular bio
marker to the one observed across all clinical studies (background 
distribution). The DKL can be used as an indicator of the specificity of 
the use of biomarkers across therapeutic areas. First, all diseases in 
clinical trials are classified into therapeutic classes (with a disease 
potentially belonging to more than one class). Let Q(x) be the frac
tion of all diseases in class x concerning all disease-class pairs. If a 
biomarker is tested in T diseases, let P(x) be the fraction of diseases 
in T within therapeutic class x concerning all disease-class pairs 
containing any of the T diseases. The Information Content (IC) of a 
biomarker associated with class x is then the logarithm of the 
quotient P(x)/Q(x) times P(x). The relative entropy (DKL) of the bio
marker is defined as:

=D P Q P x
P x
Q x

( )log
( )
( )KL

x

We added pseudo counts of 1 to the numerator and denominator 
to deal with zero-content classes. A relative entropy of 0 means that 
the 2 distributions are equivalent, while a relative entropy different 
from 0 means that the distributions differ and therefore the bio
marker is more specific for one or several therapeutic areas. For 
instance, biomarkers measured in a wide range of conditions across 
different disease classes will have a DKL value close to 0. 
Contrastingly, proteins more specific to one therapeutic area, like as 
an example, Neoplasms, will display higher DKL values.
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Where Nd is the number of diseases associated with the biomarker 
and NT is the total number of diseases in the dataset.

The rationale for the DPI is similar to the DSI, but we consider if 
the multiple diseases associated with the biomarker are similar 
among them (belong to the same MeSH disease class, e.g. 
Cardiovascular Diseases) or are completely different diseases and 
belong to different disease classes. The Disease Pleiotropy Index 
(DPI) is computed according to

=DPI
N
N

100dc

T

Where Ndc is the number of the different MeSH disease classes of the 
diseases associated with the biomarker and NTC is the total number 
of MeSH diseases classes in the dataset (22).

2.4. Data analysis

All the analysis was performed with the R software version 4.0. 
For visualization, we used ggplot2 [16], ComplexUpset [17], and 
heatmaply [18].

2.5. The Clinical Biomarker App

We created an R Shiny App, that allows searching, filtering, and 
browsing of the data. In the Clinical Biomarker App, biomarkers are 
annotated with their gene symbol, name, type of gene, the protein 
class from the drug target ontology [19], DSI, DPI, pLI (probability of 

being loss-of-function intolerant from GNOMAD [20]), the number 
of associated conditions, the number of clinical trials, the number of 
publications, and the relative entropy, along with the therapeutic 
area with the highest information content. Conditions are annotated 
with the semantic type, the number of associated biomarkers, 
publications, and clinical trials. The Clinical Biomarker App is 
available at https://www.disgenet.org/biomarkers/. It allows users to 
explore the data by biomarker, condition, filter by the number of 
clinical trials, and the number of publications. It also provides an
notations for the biomarker and conditions, and their relations, such 
as the year of the first and last clinical trial, and the year of the first 
and last publication.

3. Results

The main objective of this contribution was to identify bio
markers measured in clinical trials (CTs), relate them to the condi
tions in which they are assessed and classify them according to the 
methodologies used to measure them. For this purpose, we designed 
and applied a text mining strategy to extract information about 
biomarkers used in CT.gov and combine it with data from the sci
entific literature. We also explored the resulting dataset to uncover 
trends in biomarker discovery. Finally, we made available this in
formation on the Clinical Biomarkers App (https://www.disgen
et.org/biomarkers/) to support the analysis of biomarker used in 
clinical studies.

Fig. 1. Distribution of biomarkers across therapeutic areas. The color scale is proportional to the number of clinical trials assessing biomarkers in the therapeutic area. 
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3.1. The landscape of biomarkers in clinical studies

The text mining methodology here proposed was used to process 
398,516 clinical studies available at CT.gov carried out between 1999 
and 2021. We found over 43,000 clinical studies measuring 3100 
biomarkers for 2600 diseases, establishing 63,000 biomarker-con
dition pairs. The data obtained were analyzed to gain insight into 
patterns of biomarker use across clinical studies, therapeutic areas, 
and the methodologies employed for biomarker measurement. The 
studies within this dataset are mainly interventional (84%), 58% of 
them are associated with drugs, while the rest are observational. 
Regarding the phase of the clinical trial for the interventional stu
dies, we found that biomarkers are used in all the phases of clinical 
development (19% phase 1, 33% phase 2, 22% phase 3% and 16% 
phase 4).

Fig. 1 shows the number of biomarkers found per therapeutic 
area. Neoplasms is the class with the largest number of biomarkers, 
followed by Signs and Symptoms. Concerning the total number of 
diseases in CT.gov, the percentage of clinical trials using biomarkers 
per therapeutic area is roughly the same: between 10%, except for 
trials of conditions related to the Endocrine System in which the 
percentage of studies using biomarkers is 42%, and Nutritional and 
Metabolic diseases, 34% (Supplementary Table 1).

Fig. 2 shows the time evolution of the use of biomarkers across 
therapeutic areas. In most therapeutic areas there is an increase in 
the number of studies using biomarkers around 2005, and then it 
stabilizes at around 10% except for diseases associated with Ur
ogenital and Immune system, which reach 20%, and the Endocrine 
system and Nutritional and Metabolic conditions, which reach 40%.

The conditions with the largest number of CTs are Diabetes 
Mellitus type 1 and 2, Prostatic and Mammary neoplasms, kidney 
diseases, and Rheumatoid arthritis, all with over 1000 CTs that use 
biomarkers. With respect to the number of different biomarkers 
assessed, different cancer types are at the top of the list, mammary 
neoplasms being the top with over 1400 different genes and protein 
biomarkers, followed by colorectal, liver, and prostate. COVID 19 is 
also at the top of the list, with over 300 different biomarkers, in
cluding interleukins, CRP, TNF, and ACE2.

Most biomarkers (84%) are assessed in the context of more than 
one condition (Supplementary Fig. 1a). Thirty-seven percent of the 
biomarkers are assessed only in one clinical trial (Supplementary 
Fig. 1b). The most assessed biomarkers in clinical trials, that are also 

used to monitor a very large number of conditions are hemoglobin, 
markers of inflammation, such as CRP, IL6, TNF, IL10, and IFN, en
zymes related to liver function such as GPT and AST, and other 
proteins like insulin, and albumin.

Some biomarkers are usually measured in the context of a spe
cific therapeutic area, while others, like hemoglobin, albumin, and 
hepatic enzymes are used across practically all therapeutic areas. To 
quantify the specificity of biomarkers across therapeutic classes, we 
computed two different metrics: the Disease Pleiotropy Index (DPI), 
and the relative entropy (DKL). The DPI assesses the fraction of dif
ferent therapeutic areas in which the biomarker is used. Higher DPI 
values are obtained for biomarkers used across several therapeutic 
areas, and vice versa. Nevertheless, the DPI gives the same im
portance to all therapeutic areas. To assess if a biomarker is asso
ciated with several conditions from the same therapeutic area, we 
employed the concept of relative entropy, which assesses to what 
extent the distribution of the use of the biomarker across ther
apeutic classes resembles the background distribution of the whole 
set of clinical trials. The relative entropy (DKL) is computed by 
summing up the information content (IC) for each therapeutic class. 
A relative entropy close to zero indicates that the two distributions 
in question are very similar, implying that the biomarker is not 
specific to a therapeutic class. Higher values of relative entropy in
dicate differences in the two distributions. Fig. 3 shows examples of 
the distribution of the information content across therapeutic 
classes for a selection of biomarkers. The relative entropy of He
moglobin as a biomarker, measured in connection to more than one 
thousand conditions is very low while ERBB2, GRM5, and APOC3 (all 
with a higher entropy) exhibit a high IC for neoplasms, infections, 
and nutritional and metabolic diseases, respectively. An important 
proportion of the top biomarkers with higher relative entropy values 
show higher values of IC for neoplasms, and they include cancer 
drivers such as PTEN, TP53, CCND1, CDK4, and RB1. Other proteins in 
the high IC for neoplasms group, that also have high IC for conditions 
belonging to hemic and lymphatic and immune systems include 
BTK, XPO1, NOTCH1 and BCL6, which are drivers of haematological 
malignancies (Supplementary Fig. 2). One potential caveat of the 
comparison using relative entropy is that it is not completely in
dependent of the number of clinical trials involving the biomarkers.

Ninety-eight percent of the biomarkers are protein-coding genes, 
while less than 2% (60) biomarkers are non-coding RNAs. The 
microRNA MIR155 is the top ncRNA assessed in 26 conditions 

Fig. 2. Use of biomarkers per therapeutic area (as a proportion of clinical trials in the area per year) spanning 20 years of clinical trials. 

J. Piñero, P.S. Rodriguez Fraga, J. Valls-Margarit et al. Computational and Structural Biotechnology Journal 21 (2023) 2110–2118

2113



belonging to different therapeutic areas: obesity, asthma, arthritis, 
infertility, and leukemia. Another interesting ncRNA is MIR122, used 
mainly in the context of liver injuries.

To provide the research context for the biomarkers extracted 
from CT.gov, we applied text mining approaches to mine MEDLINE 
publications discussing biomarkers in humans. From the original set 
of publications annotated with the MeSH tag “biomarker”, we kept 
only those mentioning the genes and proteins identified in clinical 
studies by our text mining pipeline, comprising 27,900 articles 
ranging from 1981 to 2022. We found that 88% of CTs biomarkers are 
discussed in publications associated with 2200 conditions 
(Supplementary Fig. 3). Extracting information from scientific pub
lications increased the number of conditions for the biomarkers in 
825 additional diseases. Twelve percent of the biomarker-condition 
pairs were included in this dataset. Several reasons explain this re
latively low overlap. First, some pairs of biomarker-condition 

annotated in CT.gov data use top-level MESH categories, such as 
cardiovascular diseases, or congenital abnormalities, while diseases 
retrieved by mining MEDLINE are more specific. Second, some of the 
pleiotropic biomarkers (hemoglobin, liver enzymes as GOT1, GOT2, 
and GPT, or markers of inflammation like TNF, CRP and IL6) are as
sociated with the general state of the individual, thus they are not 
directly associated with the condition evaluated in the clinical trial. 
Third, restricting the publications to the set annotated with the 
MeSH tag “biomarker” might cause some articles describing the role 
of the biomarkers in the disease in the research context to be missed.

To capture different methodologies for measuring the bio
markers we used machine learning approaches. First, we created 
two corpora, one with the data from CT.gov and one with sentences 
from the publications discussing biomarkers in MEDLINE. The 
corpus from CT.gov contained 1300 CTs, including 590 biomarkers 
and 1490 sentences from the measurement sections. Thirty-one 

Fig. 3. Information content per therapeutic class for a selection of four biomarkers. In gray, we show the information content for each therapeutic class of the whole dataset 
(background distribution Q).
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percent of the records were classified as genetic, 26% as protein, 16% 
as gene expression, 15% as cell marker, 7% as phosphorylation, and 
5% as epigenetic. The MEDLINE corpus contained 930 publications, 
680 biomarkers, 1100 sentences and 36% of the records were clas
sified as genetic, 31% as protein, 28% as gene expression, 18% as 
epigenetic,7% as cell marker, and 6% as phosphorylation.

Next, we trained two different random forest models using the 
matrix containing the term frequency-inverse document frequency 
of tokens. We tuned the number of tokens for each model, and also 
the random forest hyperparameters mtry and number of trees. The 
multiclass accuracy for the model created for CT.gov is 0.83 and for 
the MEDLINE model was 0.84. The detailed performance of the 
models is described in Supplementary Table 2. Supplementary Fig. 4
shows the variable importance of the top features in both models. 
Tokens like phosphorylation, methylation, cell, mRNA, mutations 
were among the most important words to classify the biomarkers 
according to methodology.

For the CT.gov dataset, 76% of the biomarkers are measured at the 
protein level, including the concentration of the protein in fluids, 
such as blood, but also immunohistochemistry assays. The second 
category is gene expression (45%) (Fig. 4a). For the MEDLINE dataset, 
the most populated category is genetic biomarkers (89%) closely 
followed by proteins (83%). The less populated categories for both 
datasets are epigenetic and phosphorylation biomarkers, re
presenting 4% for CT.gov (both biomarker types) and 25% and 9% 
respectively for MEDLINE. These categories are not biomarker-spe
cific: most biomarkers can be measured in several ways: protein, 
mRNA, or they can be used as genomic biomarkers (Fig. 4b).

The most common biomarkers measured at the protein level are 
hemoglobin, markers of inflammation, such as CRP, IL6, TNF, en
zymes related to liver function such as GPT and GOT2, and other 
proteins such as insulin, and albumin. Cancer driver genes such as 
BRAF, ALK, EGFR, PTEN, ERBB2, and EGFR are the top genetic 

biomarkers together with APOE for nervous and metabolic diseases, 
and the cytochromes such as CYP2D6, a highly polymorphic gene, 
involved in the metabolism many drugs commonly used in the clinic 
[21]. IRS1, VASP, AKT1, STAT3, RPS6KB1, EIF4EBP1, and MTOR are the 
proteins that are more frequently used as phosphobiomarkers. Over 
40 clinical trials assess the methylation status of MGMT. The CD4 
membrane glycoprotein of T lymphocytes, used to monitor the 
status of the immune system, is the most frequent cell marker. Other 
cell markers that are frequently evaluated belong to the class cluster 
of differentiation proteins, found on the surface of cells, that allow 
the identification of cell phenotypes. The most evaluated biomarker 
at the level transcript is ABL1, for the detection of the BCR-ABL fu
sion, which is the main driver of some types of leukemias (Fig. 4c).

3.2. The Clinical Biomarker App

To allow researchers the exploration of this new dataset, we have 
created the Clinical Biomarker App, containing the data mined from 
CT.gov and complemented with the information extracted from 
MEDLINE publications, and with metrics and attributes. The app is 
structured around five different tabs: Biomarkers, Conditions, 
Summary, Measurements, and Publications.

The Biomarkers tab shows all the biomarkers, along with metrics 
such as DPI, DSI, pLI, DKL, and the therapeutic area with the highest 
IC. The Conditions tab displays the number of biomarkers associated 
with the condition, and the semantic type according to the UMLS. 
The Summary tab contains the pairs of biomarker-condition found 
not only in the clinical trial dataset and the MEDLINE dataset. All 
these tabs also provide information of the number of clinical trials, 
and publications associated with their reference entities (Biomarker, 
Condition, or pairs), along with the year of the more recent and 
latest clinical trial or publication. The user can navigate the specific 
studies supporting the relationships in each of these tabs by clicking 

Fig. 4. Different methodologies to measure the biomarkers. a) Distribution of biomarkers in each category. b) Overlaps among biomarker categories. c) Top biomarkers per 
methodology, measured as the percentage of clinical trials in the category with respect to the total number of clinical trials associated with the biomarker.
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on the number of clinical trials, or publications. The Measurements 
tab contains the biomarker type, the sentence from which the bio
marker has been extracted in the clinical study, with other attributes 
such as the year, intervention type, and phase. Finally, the 
Publications tab provides information on the MEDLINE publications 
mentioning the biomarkers.

3.3. Use case: biomarkers associated with Autistic Disorders

As a use case, we studied the biomarkers associated with Autistic 
Disorders. There are 93 biomarkers evaluated in the context of 
Autistic Disorders in the Biomarker App (comprising MeSH:D001321 
and MeSH:D000067877). Fifty-nine genes are biomarkers evaluated 
in CT.gov, and 39 are reported by publications from MEDLINE (Fig. 5). 
Only 5 biomarkers are shared by the two sets: OXT (oxytocin, 10 CTs 
and 4 publications), PRL (prolactin, 3CTs and 2 publications), OXTR 

(oxytocin receptor 1CT and 2 publications), CYP2D6 (cytochrome 
P450 family 2 subfamily D member 6, 1CT and 1 publication), and 
PTGS2 (prostaglandin-endoperoxide synthase 2, 1CT and 1 publica
tion). Oxytocin is one of the earliest biomarkers investigated in re
lation to autism in CT.gov and MEDLINE. This hormone has been 
tested as a possible treatment for this condition [22]. In fact, 6 out of 
the 7 studies involving oxytocin (NCT05096676, NCT03640156, 
NCT03337035, NCT03033784, NCT01256060, and NCT01945957) test 
the possible effects of the hormone as treatment, while one 
(NCT01643720) measures the changes in its salivary levels before 
and after emotionally arousing activities.

Genetic biomarkers are the main type in the MEDLINE dataset, 
while proteins dominate the ASD biomarkers from CT. gov. One 
clinical trial (NCT03152838, The Role of Epigenetic Modifications in 
Autism Spectrum Disorder) evaluates the methylation levels for 
BDNF and GFAP, while two publications [23,24] describe alterations 

Fig. 5. Autistic Disorders Biomarkers. The figure shows the biomarkers associated with Autistic Disorders. a) biomarkers from CT.gov, and b) biomarkers extracted from MEDLINE. 
Colors represent the different biomarker classes. Underlined biomarkers are those with therapeutic class “Mental Diseases,” according to their information content. Biomarkers in 
bold with larger size are those that are currently represented in panels associated with Autism according to the NIH Genetic Testing Registry (https://www.ncbi.nlm.nih.gov/gtr/).
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in the level of methylation of RELN and APOE (respectively) in au
tistic patients. Thirty-three of the 93 biomarkers are included in 
several panels linked to autism according to the NIH Genetic Testing 
Registry (https://www.ncbi.nlm.nih.gov/gtr/), and 72 are included in 
DISGENET plus (https://www.disgenetplus.com/). Twenty-four bio
markers are only found by exploring CT.gov data, (23 only supported 
by clinical trials information), and while some of them (like HBB, 
GPT, and cell markers like CD8A) are highly pleiotropic and have low 
specificity, these results reveal the need of integrating several 
sources of information to have a complete panorama of the genetic 
underpinnings of human diseases, and thus, of possible candidates 
for biomarkers. The five biomarkers with higher relative entropy of 
the dataset (GRM5, DRD2, DRD3, OXTR, and OXT) have the highest IC 
for mental disorders, and 4 of them are GPCRs (Fig. 5, underlined 
biomarkers). See Supplementary Table 3 for the information related 
to the biomarkers.

4. Conclusions

The rapidly decreasing costs of next-generation sequencing 
technologies, and the massive generation of omics data have trig
gered an explosion of information in biomedical research that holds 
the promise of improving our understanding of human diseases. 
Central to this promise are molecular biomarkers, that can be used 
to improve disease diagnosis, stratify patients, guide drug therapy, 
and monitor the response to interventions. Nevertheless, the rate at 
which these molecules are discovered and incorporated into the 
clinical setting has been staggeringly slow. To help fill this gap, in 
this contribution, we have developed and applied a pipeline to ex
tract fine-grained information about biomarkers measured in clin
ical studies. Applying this pipeline uncovers over 3000 biomarkers 
associated with 2600 conditions identified from 43,000 clinical 
studies from ClinicalTrials.gov. In addition, we created a new clas
sification system for gene and protein biomarkers, useful to identify 
how biomarkers are measured in the clinical trial (e.g., genetic, 
epigenetic, phosphorylation, etc.). We have implemented different 
metrics to help prioritize biomarkers according to their specificity 
across therapeutic areas. We have made available this information in 
the Clinical Biomarkers App that enriches the data about biomarkers 
and their associated conditions with a variety of annotations and 
metrics that allow filtering and browsing of the information. Text 
mining of biomarker information from clinical studies available at 
CT.gov allows for unlocking the data herein provided, paving the way 
for automatic and comprehensive data analysis and exploration. 
Finally, although there are around 3000 biomarkers used in clinical 
studies, a large fraction of the human genome remains to be ex
plored as disease biomarkers in the context of clinical studies. 
Nevertheless, the advances in genomic and proteomic technologies 
should facilitate the incorporation of more gene and protein bio
markers into clinical trials. More strikingly, the number of bio
markers assessed in clinical studies is significantly higher than the 
number of approved biomarkers [2,8]. In summary, by structuring 
and organizing data on biomarkers from CT.gov, we aim at sup
porting the assessment of the evidence of the use of biomarkers in 
clinical studies.
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