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SUMMARY

Schizophrenia results from hundreds of known causes, including genetic, environmental, and 

developmental insults that cooperatively increase risk of developing the disease. In spite of 
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the diversity of causal factors, schizophrenia presents with a core set of symptoms and brain 

abnormalities (both structural and functional) that particularly impact the prefrontal cortex. This 

suggests that many different causal factors leading to schizophrenia may cause prefrontal neurons 

and circuits to fail in fundamentally similar ways. The nature of convergent malfunctions in 

prefrontal circuits at the cell and synaptic levels leading to schizophrenia are not known. Here 

we apply convergence-guided search to identify core pathological changes in the functional 

properties of prefrontal circuits that lie downstream of mechanistically distinct insults relevant 

to the disease. We compare the impacts of blocking NMDA receptors in monkeys, and 

deleting a schizophrenia risk gene in mice on activity timing and effective communication 

in prefrontal local circuits. Although these manipulations operate through distinct molecular 

pathways and biological mechanisms, we found they produced convergent pathophysiological 

effects on prefrontal local circuits. Both manipulations reduced the frequency of synchronous (0-

lag) spiking between prefrontal neurons, and weakened functional interactions between prefrontal 

neurons at monosynaptic lags as measured by information transfer between the neurons. The 

two observations may be related, as reduction in synchronous spiking between prefrontal neurons 

would be expected to weaken synaptic connections between them via spike-timing dependent 

synaptic plasticity. These data suggest that the link between spike timing and synaptic connectivity 

could comprise the functional vulnerability that multiple risk factors exploit to produce disease.

eTOC blurb

Zick et al compare the downstream impacts of blocking NMDAR in monkeys and deleting a 

schizophrenia risk gene in mice on spiking dynamics of neurons in prefrontal local circuits. They 

report that the two manipulations convergently reduce synchronous spiking and weaken synaptic 

interactions between neurons.
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INTRODUCTION

Schizophrenia is characterized by the disrupted functional activation1–4 and synaptic 

disconnection5–7 of prefrontal cortical circuits. The biological processes that cause 

prefrontal circuits to fail are unknown. Many risk factors have been identified that 

incrementally increase risk, including a large number of genetic mutations8–10, maternal 

infection11,12, cannabis exposure13,14, immigrant status15, and urbanicity16,17 among other 

environmental stressors. Each of these factors, or several acting in concert18–20 can 

lead to the emergence of positive symptoms (hallucinations, delusions, thought disorder), 

negative symptoms (flatness of affect, avolition), and cognitive deficits4,21 in adolescence. 

However, the biological processes that link upstream risk factors to downstream prefrontal 

circuit failures to produce the symptoms of schizophrenia are poorly understood. One 

way to identify the causal biology leading to prefrontal circuit failure in schizophrenia 

is convergence-guided search. This approach tracks the downstream impacts of multiple 

disease-relevant insults to find the common pathophysiological endpoints where multiple 
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causal pathways intersect. If such convergent impacts can be identified, they could identify 

the functional vulnerability in prefrontal circuits that many risk factors exploit to drive 

disease. Given the number and diversity of causal factors identified thus far, convergence-

guided search may be the most efficient way to link causes to effects in pathogenesis. 

Importantly, convergence cannot be demonstrated in any single model or by any single 

experimental manipulation.

One point where schizophrenia-related insults may functionally converge is the 

physiological dynamics of prefrontal recurrent local circuits22–27. Recurrent circuits in 

prefrontal cortex are formed in part by a dense plexus of axon collaterals synapsing on 

dendritic spines of nearby pyramidal neurons28,29. These circuits employ distinct synaptic 

mechanisms23,30, have unique architectural features31,32 and physiological dynamics33, and 

are thought to be responsible for generating persistent patterns of neuronal activation 

associated with working memory23–25.

In this study, we pursue convergence-guided search to determine whether mechanistically 

divergent insults relevant to schizophrenia converge on a common mode of failure 

in prefrontal local circuits, characterized by a disruption in effective communication 

between neurons. Synaptic interactions between neurons leave a trace in the temporal 

structure of their spike trains. By analyzing this temporal structure, it is possible to 

recover the pattern of functional neural interactions34–40. Our approach is motivated 

by evidence that synaptic communication between neurons is likely to be disrupted in 

schizophrenia5,9,41–43, and may be a core aspect of the disease. The temporal patterning 

of spikes in synaptically communicating neurons controls the flow of information through 

networks, and consequently the computations which those networks perform44,45. That 

patterning can also rewire cortical networks through spike-timing dependent synaptic 

plasticity46. Therefore, the relationship between spike timing and synaptic connectivity in 

prefrontal local circuits is bidirectional and likely to control not only the synaptic integrity, 

but also the computational integrity of those circuits.

We previously reported that blocking NDMAR in monkeys reduced synchronous (0-lag) 

spiking in prefrontal neurons47,48, and also reduced effective communication between 

prefrontal neurons at monosynaptic lags47. Based on our prior study, spike asynchrony 

and effective disconnection could be dynamical epiphenomena unique to monkey prefrontal 

circuits or the impact of blocking NMDAR on these circuits (in which case, they would 

have limited predictive validity for humans). Alternatively, these perturbations may represent 

a key link in the pathogenic chain leading to disease, in which case multiple risk factors 

in schizophrenia ought to bring prefrontal local circuits to the same functional endpoint, 

characterized by spike asynchrony and functional disconnection at a cellular level. Here we 

provide a hard test of this prediction. We directly compare disruptions in spike timing and 

effective communication between neurons in prefrontal local circuits of monkeys resulting 

from NMDAR blockade, and in mice resulting from a genetic mutation that increases risk 

of schizophrenia in humans. In mice, we deleted one copy of the gene Dgcr849–52. Dgcr8 
is located within the 22q11.2 microdeletion region53,54, and codes for a nuclear protein 

critical in the biosynthesis of miRNA55. miRNA in turn bind to mRNA, suppressing their 

translation into proteins, including mRNA that code for NMDAR subunits56. Consistent 
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with the fact that miRNA negatively regulate their mRNA targets, mutations which delete 

Dgcr8 lead to enhanced NMDAR-dependent synaptic actions, including enhanced LTP57. 

Consequently, blocking NMDAR pharmacologically and deleting Dgcr8 would be expected 

to be mechanistically divergent producing opposite effects on NMDAR synaptic function. 

Here we provide evidence that the two manipulations similarly disrupt spike synchrony 

and weaken effective communication between neurons in prefrontal local circuits. That 

convergence identifies the link between spike decorrelation and synaptic disconnection as 

a potential tipping point in the failure of prefrontal local circuits in schizophrenia - a 

pathogenic waypoint through which many different pathogenic trajectories pass. If prefrontal 

local circuits pass through the same functional waypoint during schizophrenia pathogenesis 

in humans, this would highlight a new set of biological processes to target with future 

therapeutics. For example, interventions which broadened the temporal window in which 

spike timing enhanced synaptic plasticity in dendritic spines could help lessen or potentially 

reverse the disconnection of prefrontal local circuits in the disease.

RESULTS

To examine how schizophrenia-relevant insults alter the neural dynamics of prefrontal 

local circuits, we used a microdrive (Figure 1A) to advance 16 independently movable 

microelectrodes into the dorsolateral prefrontal cortex of monkeys (Figure 1B, C) and 

the medial prefrontal cortex of mice (Figure 1E). Over recording days this allowed us to 

accumulate data containing the spiking activity of different neural ensembles consisting 

of 15–30 simultaneously recorded neurons. We recorded neural activity in a resting 

state condition in both species (Methods). The results of this paper describe the impact 

of schizophrenia-relevant manipulations on spike correlation patterns in these neural 

ensembles.

In monkeys, we recorded the spiking activity of 1678 prefrontal neurons, with 38 ensembles 

of cells recorded under the Naïve condition, 16 under the Saline condition, and 35 under 

the Drug condition. In mice, we recorded the spiking activity of 409 neurons (215 from 

Dgcr8+/− animals, 194 units from WT animals), with 14 neural ensembles from 6 individual 

control mice and 15 ensembles from 8 individual Dgcr8+/− mutant mice.

Convergent influence on synchronous spiking

Blocking NMDAR and deleting Dgcr8 convergently reduced spike synchrony without 

influencing spike rate in prefrontal local circuits. We evaluated spike synchrony in pairs 

of prefrontal neurons by constructing cross-correlation histograms (CCHs). CCHs count 

coincident spike events between a pair of neurons as a function of the temporal lag between 

the spikes. Since the number of spike co-occurrences expected by chance at each lag 

increases with the firing rates of the neurons, coincident spike counts expected by chance 

were estimated in a bootstrap procedure jittering spike times to preserve overall firing 

rates but destroy ms precision timing information (Methods). The original CCHs were 

bias-corrected by z-scoring counts relative to the mean and standard deviation of counts 

in the bootstrap distribution. Bias-corrected, population average CCHs exhibited prominent 

peaks at 0-lag in both monkey (Figure 2A, black) and mouse (Figure 2E, black) prefrontal 
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cortex, indicating that, under normal conditions, prefrontal neurons in both species tend to 

fire synchronous spikes more often than predicted by chance based on the neurons’ firing 

rates. Blocking NMDAR in monkeys (Figure 2A, B; blue) and deleting Dgcr8 in mice 

(Figure 2E, F; blue), reduced the height of the 0-lag peak in the population CCH. (Results of 

statistical tests are provided in Figure 2 and subsequent figure legends). Blocking NMDAR 

in monkeys (Figure 2C; blue) and deleting Dgcr8 in mice (Figure 2G; blue) also reduced the 

percent of recorded neuron pairs that exhibited significant 0-lag peaks in the CCH. These 

changes in spike synchrony were independent of changes in spike rate both in monkeys 

(Figure 2D) and mice (Figure 2H). In mice, changes in spike synchrony were independent 

of differences in locomotion during neural recording, as neither the speed nor duration of 

locomotion differed between wild type and mutant mice (Figure S1).

Convergent influence on synaptically mediated interactions between neurons

Blocking NMDAR and deleting Dgcr8 convergently weakened synaptically mediated 

functional interactions in prefrontal local circuits. We evaluated synaptically mediated 

functional interactions between prefrontal neurons in local circuits by computing transfer 

entropy (TE). TE analyzes temporal interdependencies in the spike trains of two neurons to 

determine how an action potential in one neuron alters the probability that another neuron 

will fire an action potential a short time later37–40. The results are expressed as bits of 

information transmitted from one neuron to the other. TE captures synaptically mediated 

functional interactions between neurons as confirmed both in simulated networks and 

spiking neuronal cultures37–40,58–60. Example TE functions computed from the spike trains 

of simultaneously recorded neuron pairs in monkey (Figure 3A, upper panel, thick black 

line) and mouse (Figure 3D, upper panel) prefrontal cortex exhibited peaks in transmitted 

information at lags below 5 ms. At the population level, TE functions peaked at a range 

of lags, but peaks in the 2–5 ms range were most common, consistent with a prevalence 

of monosynaptic interactions between the neurons61,62, both in monkeys (Figure 3A, lower 

panel) and in mice (Figure 3D, lower panel). Blocking NMDAR in monkeys (Figure 3B; 

blue) and deleting Dgcr8 in mice (Figure 3E; blue) significantly reduced the height of 

the TE peak, indicating that less information was transmitted between neurons. Similarly, 

blocking NMDAR in monkeys (Figure 3C; blue) and deleting Dgcr8 in mice (Figure 3F; 

blue) significantly reduced the percent of neuron pairs exhibiting significant TE peaks.

Convergent influence on activity variability

Blocking NMDAR and deleting Dgcr8 convergently decreased the variability of neural 

activity in monkeys and mice. We quantified the variability of neural activity by computing 

the Fano factor (variance/mean) of spike counts in a sequence of 50 ms time bins. The 

Fano factor of a homogeneous Poisson random spike process is equal to 1. In both monkeys 

(Figure 4A, B; black) and mice (Figure 4D, E; black), the median Fano factor was greater 

than 1 under control conditions. A Fano factor >1 indicates that the variance of spike counts 

over time bins is greater than predicted by a homogeneous Poisson process and that the 

firing rates of the neurons are modulated over time (perhaps by functional interactions 

between the neurons). Fano factors were more positively skewed in monkeys than in mice 

(Figure 4A, D), suggesting stronger modulations of firing rate (and neural interactions). 

Blocking NMDAR in monkeys (Figure 4A-C; blue) and deleting Dgcr8 in mice (Figure 
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4D-F; blue) significantly reduced the Fano factor, rendering the variability of spike counts 

over time bins closer to that predicted by a homogenous (constant rate) Poisson process.

Convergent influence on oscillatory dynamics

Blocking NMDAR and deleting Dgcr8 convergently reduced oscillatory power and 

weakened the temporal coupling of spikes to oscillations in prefrontal local circuits. We 

evaluated oscillatory power by performing time-frequency analysis of local field potentials 

(LFPs), specifically by convolving LFPs with a set of Morlet wavelets spanning the 

frequency range from 1 to 100 Hz63. We evaluated spike-field coupling by computing 

the pairwise phase consistency (PPC)64 at each frequency. PPC is the average cosine of 

the angle between the phases of all possible pairs of spikes in a single neuron. (Values 

closer to +1 indicate that spikes tend to have similar phases, values closer to −1 that spikes 

tend to have opposite phases.) Under control conditions, power spectra in monkey and 

mouse prefrontal cortex exhibited elevated power (upward deviations from monotonically 

decreasing 1/f scaling) in the 8–30 Hz (alpha-beta) range in monkeys (Figure 5A; black), 

and in the 32–80 Hz (gamma) range in mice (Figure 5C; black). Blocking NMDAR in 

monkeys (Figure 5A; blue) and deleting Dgcr8 in mice (Figure 5C; blue) decreased LFP 

oscillatory power most prominently in the alpha-beta range in monkeys, and gamma range in 

mice. Blocking NMDAR in monkeys (Figure 5B; blue) and deleting Dgcr8 in mice (Figure 

5D; blue) significantly weakened phase-locking between spikes and the LFP in the delta 

frequency range in monkeys, and delta to theta range in mice.

Persistent deficits in synchronous spiking and neural communication in monkeys

In monkeys, we recorded neural activity first in the Naive condition (before initiating the 

regimen of NMDAR antagonist injections). We then recorded neural activity on interleaved 

days following injection of either NMDAR antagonist (Drug condition), or saline (Saline 

condition)47. Analyzing neural activity during task performance, we previously reported that 

milder deficits in spike synchrony and neuronal communication persisted in the Saline 

condition once the alternating drug/saline injection sequence began47. (These changes 

were not due to the saline injections themselves, because saline injections given before 

first exposure to drug were without these effects47). In the present study, we replicate 

these findings in monkeys using neural activity during the gaze fixation period. As we 

saw previously, deficits in 0-lag spike synchrony (Figure S2A-D) and effective neuronal 

communication (Figure S2E, F) persisted in the Saline condition, once intermittent daily 

injections of NMDAR antagonist had begun. These changes in dynamics were therefore 

evident in resting activity and did not require engagement of prefrontal local circuits 

to perform computations necessary for task performance to manifest. This suggests that 

intermittent disruption of NMDAR synaptic transmission produces lasting changes in 

neuronal synchrony and communication within prefrontal local circuits (perhaps by a 

mechanism we detail below, Figure 6).

Relation of neural synchrony and interaction to intracortical distance

We found that the proportion of neuron pairs exhibiting significant 0-lag spike synchrony 

or TE coupling did not vary as a function of intracortical distance (as indexed by distance 

between recording electrodes) either in monkeys or mice (Figure S3). In monkeys, prefrontal 
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axon collaterals form a homogeneous plexus within 1 mm of their point of origin65, and at 

greater distances, terminate in patchy, stripe-like zones that can extend up to 7 mm65,66. The 

finding that functional neural interactions were equiprobable in the 400–1400 μm range of 

electrode distances we sampled is consistent with the spatial scale of recurrent networks in 

prefrontal cortex.

DISCUSSION

We employed convergence-guided search, to determine whether two insults relevant to 

schizophrenia, operating through divergent molecular pathways and cellular mechanisms, 

produced convergent effects on the physiological dynamics of prefrontal local circuits. 

To that end, we compared the impacts of blocking NMDAR pharmacologically in 

monkeys47,67, and deleting a schizophrenia risk gene (Dgcr8)49,68–70 in mice, on spike 

timing, neuronal communication, and oscillatory dynamics in prefrontal cortex. We found 

that the two divergent manipulations produced convergent effects on prefrontal local circuits, 

including comparable and parallel reductions in: (a) 0-lag spike synchrony (Figure 2), (b) 

effective communication between neurons at monosynaptic lags (Figure 3), (c) spiking 

variability (Figure 4), (d) LFP power, and (e) spike-field coherence (Figure 5). This provides 

a strong test of the convergence hypothesis, suggesting that the relationship between 

spike timing and synaptic connectivity in prefrontal local circuits might be a functional 

vulnerability exploited by multiple factors leading to disease. Schizophrenia disrupts the 

temporal dynamics of cortical networks22,26,71,72. Our data builds on this work by focusing 

on temporal disruption of spiking activity and neuronal communication on a cellular and 

millisecond scale. This is the spatial and temporal scale at which activity timing and 

synaptic plasticity are linked73,74. Disruption of the link between spike timing and synaptic 

plasticity may be a key step causing prefrontal local circuits to fail during pathogenesis in 

schizophrenia.

Mechanisms of convergence

Our data do not address the mechanisms by which blocking NMDAR and deleting Dgcr8 
produce convergent downstream effects on prefrontal local circuits (rather that they do). 

However, it is not likely that these two manipulations converge because they produce 

similar immediate impacts on NMDAR synaptic function. Dgcr8, a gene located within 

the 22q11.2 microdeletion region50, plays a critical role in the biosynthesis of miRNA 

that among other targets, bind to, destabilize, and suppress translation of mRNA coding 

for NMDAR subunits56. Whereas blocking NMDAR with an antagonist reduces NMDAR 

synaptic transmission, deleting Dgcr8 would be expected to enhance NMDAR synaptic 

mechanisms. Consistent with this, antagonizing NMDAR blocks LTP75, whereas deleting 

Dgcr8 enhances LTP57. Thus, it is likely that the two manipulations we employed produced 

opposite effects on NMDAR synaptic transmission. One possible mechanism of convergence 

is that PFC networks may normally operate at an optimal level of NMDAR function and 

that either too much (Dgcr8 deletion) or too little (NMDAR antagonist) activation of this 

synaptic mechanism produces a convergent pattern of disrupted activity timing in prefrontal 

circuits, analogous to the inverted-U dependence of prefrontal local circuits on dopamine 
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receptor activation76. Additional experiments would be needed to determine whether such a 

relationship holds from NMDAR mechanisms also.

It is not likely that behavioral factors either drove the differences in prefrontal neural 

dynamics we observed across conditions or caused downstream impacts of blocking 

NMDAR and deleting Dgcr8 to converge across manipulations and species. First, in 

monkeys, neural activity included in the present analyses were recorded in the fixation 

period of the DPX cognitive control task77. This is a waiting period at the start of the 

forthcoming trial before stimuli were presented, cognitive processes engaged, or responses 

executed. In our prior study, we reported that task-driven changes in 0-lag spike synchrony 

occurred late in the trial, around the time of the motor response47, well after the fixation 

period. Second, in monkeys, the current analyses were restricted to correctly performed 

trials. This meant that any difference in neural dynamics during the fixation period between 

the Naive, Saline and Drug conditions did not reflect behavioral performance on the 

forthcoming trial. Neural activity in prefrontal cortex can reflect choices and outcomes on 

previous trials in other cognitive tasks78,79. Since errors were more frequent in the Drug 

condition47,67, the influence of choices and outcomes on prior trials could have contributed 

to differences in neural dynamics across conditions during the fixation period in the primate 

data. However, any impact on neural dynamics in the fixation period due to previous choices 

or outcomes would have been unique to the primate data, and likely to cause prefrontal 

circuit dynamics to diverge between species, rather than converge in the manner that they 

did. Although motor output influences cortical dynamics in mice80, neither the speed nor 

duration of locomotion differed between WT and Dgcr8 genotypes in our data (Figure S1). 

Therefore, differences in motor output in mice were not likely to cause the differences in 

prefrontal dynamics between genotypes we observed in this species.

Relation to prior studies using animal models of circuit failure in schizophrenia

Attractor states in cortical networks are patterns of activity that tend to recur over neurons as 

a consequence of learned synaptic connections between the neurons. As such, attractor states 

reflect specific patterns of correlated neural activity. Other investigators have proposed that 

schizophrenia involves a weakening of attractor states and hence weakening of correlated 

activity in cortical networks22,81,82. Optical imaging in mice has shown that blocking 

NMDAR and the 22q11.2 microdeletion both weaken attractor dynamics in primary visual 

cortex22. This provides an example of convergence between NMDAR manipulation and 

genetic risk in schizophrenia that is analogous to the convergence we show here. Our study 

extends these results by addressing neural dynamics in prefrontal rather than visual cortex, 

documenting cross-species translation of these dynamics between mice and monkeys, and 

resolving spike timing dynamics with the ms precision that links activity timing to synaptic 

connectivity in networks73,74. Extracellular recording in rat prefrontal cortex has shown 

that NMDAR antagonists reduce 0-lag spike synchronization83, with differential effects 

depending on the chronicity of the drug administration84–86. Our data suggests that spike 

synchrony in prefrontal circuits of monkeys are similarly dependent NMDAR synaptic 

mechanisms (Figure 2). We previously reported that 0-lag spike correlation between 

prefrontal neurons increased dramatically around the time that monkeys responded and 

received feedback (reward) in a cognitive control task47. Prefrontal cortex synchronizes with 
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hippocampal oscillations around the time of trial feedback in other tasks87, and blocking 

NMDAR weakens prefrontal oscillations encoding trial outcome at this time88. In the 

22q11.2 mouse genetic model of schizophrenia, oscillatory synchrony between prefrontal 

cortex and hippocampus is disrupted89. These observations suggest that synchronous spiking 

among prefrontal neurons may reflect network oscillations at a larger scale, and that insults 

relevant to schizophrenia may disrupt these oscillations. We found that blocking NMDAR in 

monkeys and deleting Dgcr8 in mice disrupted oscillatory dynamics in a partially convergent 

manner in the current study. Both manipulations reduced the power of LFP oscillations 

and phase coupling between spikes and LFP oscillations (Figure 5), albeit at different 

frequencies.

Synchrony and connectivity deficits in schizophrenia

Asynchrony 90–97, and disconnection98 have been widely reported in schizophrenia, 

however whether the two aspects of the disease are mechanistically linked, that is whether 

asynchrony drives disconnection during pathogenesis, is not known. Disconnection is 

suggested by the loss of dendritic spines in prefrontal cortex5,6,99, as well as by a 

reduction in functional connectivity within prefrontal networks100–103. We document co-

occurrence of asynchrony and disconnection in prefrontal circuits at the ms and cellular 

scale where spike timing and synaptic plasticity are mutually interdependent47,48,73,74. 

Prefrontal neurons receive recurrent excitation via an axon collateral network linking 

neighboring pyramidal neurons28,43,104. These recurrent circuits are particularly dependent 

on NMDA receptors23–25,105. The reduction in synchronous spike correlation we observed 

following NMDAR blockade in monkeys could represent disruption of these local recurrent 

networks. That is supported by modeling studies that show recurrent networks like those 

in prefrontal cortex can generate 0-lag synchronous spiking106,107. Post-mortem studies in 

schizophrenia have shown that loss of dendritic spines is most pronounced in layer III of 

prefrontal cortex5,43,108. This is where the axon collateral network is particularly dense and 

many collateral synapses terminate28,43,104. It has been proposed that disruption of these 

connections in prefrontal circuits destabilizes patterns of activity leading to information 

processing deficits in schizophrenia109. Our data suggests a potential mechanism.

Activity-dependent disconnection of prefrontal networks in schizophrenia

In our framework47, supported by the present data, weakened synchronous spike correlation 

and information transmission in prefrontal local circuits are proposed to represent a point 

of functional convergence downstream of multiple schizophrenia-relevant insults (Figure 

6A, B). Through established spike-timing dependent plasticity mechanisms46, reduced spike 

correlation could weaken synapses, further reducing spike correlation in networks, leading 

to further loss of synapses. Past a tipping point, this may trigger a runaway process by 

which spike decorrelation and synaptic disconnection drive each other in a negatively 

accelerating spiral leading to the disease (Figure 6C). In short, cells that do not fire together 

progressively unwire. The possibility that reduced NMDAR synaptic function may be one 

way to trigger this disconnection cycle is supported by the observations that subchronic 

exposure to NMDAR antagonists produces a lasting reduction in dendritic spines in monkey 

prefrontal cortex110, and a lasting effective disconnection of monkey prefrontal circuits47. A 

key aspect of the model is that the runaway process driving activity-dependent disconnection 
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can be entered by crossing either of two thresholds in response to factors that (a) reduce 

synchrony (Figure 6C, upper threshold), or (b) connectivity (Figure 6C, lower threshold) in 

prefrontal networks until asynchrony and disconnectivity start to drive each other pushing 

the brain into an effective basin of attraction characterized by the synaptic disconnection of 

prefrontal circuits. In the present study, we found that intermittent and repeated exposure 

to NMDAR antagonists led to persistent reduction in neuronal communication in prefrontal 

local circuits (Figure S2). That suggests that disruptions in spike synchrony may lead 

to lasting disconnection of prefrontal local circuits. This framework accommodates the 

developmental time course of schizophrenia, as synaptic pruning in late adolescence41,111 

may move brain networks past a critical connectivity threshold triggering runaway activity-

dependent disconnection. From this perspective, schizophrenia may represent a failure state 

that is actively maintained by persistent activity decorrelation in adults, and if that could be 

reversed, circuit disconnection may be as well. If borne out by additional experiments, this 

could point toward new therapeutic strategies to restore function for patients.

STAR*Methods

RESOURCE AVAILABILITY

Lead contact—Further information and requests for resources should be directed to and 

will be fulfilled by the lead contact, Matthew V. Chafee (chafe001@umn.edu)

Materials availability—This study did not generate new unique reagents.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Subjects—All animal care and experimental procedures conformed to National Institutes 

of Health (NIH) guidelines and were approved by the Institutional Animal Care and 

Use Committees at the University of Minnesota and Minneapolis Veterans Administration 

Medical Center.

Nonhuman primates—Two adult male monkeys (8–10 kg) that were individually housed 

were used in this study.

Mice—Fourteen male mice (8 Dgcr8+/− experimental animals and 6 Dgcr8+/+ littermate 

wildtype controls), 3 to 5 months old, were used in this study. (Male mice were 

used to match the sex of the two male nonhuman primates used in a prior study47). 

Dgcr8+/− mice were generated by crossing female Nestin-Cre mice (strain: B6.Cg 

(SJL)-TgN(NesCre)1Kln; stock #003771) and male Dgcr8flox/flox mice (strain: B6.Cg-

Dgcr8tm1.1Blel/Mmjax; stock #0032051) obtained from Jackson Laboratories. In the F1 

generation, 50% of the pups were functionally heterozygous for Dgcr8 in all neuronal 

lineages (Dgcr8flox;Nestin-Cre+; referred to as Dgcr8+/− experimental animals) and 50% 

were heterozygous for Dgcr8flox, but without Nestin-Cre (Dgcr8flox) and phenotypically 

wildtype (referred to as wildtype controls)(Figure 1F). The genotype of each animal was 

confirmed by performing a tail biopsy at 21 days of age according to the NIH guidelines 

for genotyping of mice and rats using the PCR primer sequences and protocols provided by 

Jackson Laboratories.
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METHOD DETAILS

Preparation for neural recording—Monkeys and mice were implanted with plastic 

recording chambers above craniotomies placed above the prefrontal cortex. Chamber 

implantation surgeries were conducted under general anesthesia (isoflurane gas anesthesia 

in monkeys, ketamine/xylazine IP injection in mice). Recording chambers were attached to 

screws placed in the skull using orthopedic bone cement (monkeys) or dental acrylic (mice). 

Postsurgical analgesia was provided with buprenorphine in both species.

NMDAR manipulation in monkeys—In monkeys, we compared neural activity under 

three conditions (Figure 1D): Naïve; Saline; and Drug. In the Naïve condition, we 

recorded neural activity before animals were first exposed to the NMDAR antagonist 

phencyclidine47,48. (On some days in the Naïve condition animals received an injection 

of saline.) After completing neural recording in the Naïve condition, we initiated a sequence 

of daily injections of either phencyclidine (Drug condition; 0.25–0.30 mg/kg i.m.), or 

an equivalent volume of saline (Saline condition) in approximately alternating sequence 

(Figure 1D)47. We recorded neural activity for several hours either without injection, or 

after injections of NMDAR antagonist or saline in order to compare spiking dynamics 

across experimental conditions. The Naïve and Saline conditions are differentiated based 

on whether the data were obtained before or after the first exposure to phencyclidine, 

respectively.

Neural recording—We employed a computer controlled microdrive (Figure 1A; Thomas 

Recording, GMbH) to independently advance 16 glass-coated platinum iridium electrodes 

into the prefrontal cortex of both monkeys and mice. Electrodes were spaced ~300–400 

microns apart, and the electrode array was repositioned within the recording chamber over 

days. Electrodes were advanced individually until the spiking activity of ~10–30 individual 

neurons was evident above the background noise. Ensembles contained an average of 19 

neurons in monkeys and 18 neurons in mice. In monkeys, the action potential waveforms 

of individual neurons were discriminated online (Alpha Omega Engineering Multi Spike 

Detector; Nazareth, Israel). The depth of each electrode was individually adjusted until 

waveforms of individual neurons were readily discriminable from each other and the 

background noise. Representative waveforms of individual neurons evident in the recorded 

signal of each electrode were then identified and saved as templates. A sequence of time-

amplitude windows were then automatically fitted and adjusted as necessary to capture 

the positive and negative peaks as well as the unique shape of each neuron’s action 

potential waveform. Care was taken to ensure that accepted waveforms passing through 

the time-amplitude windows were stable and closely conforming to the templates throughout 

the duration of recording. In mice, spike waveforms exceeding a user adjustable trigger 

were saved to disk (TDT RZ2 Bioamp Processor and PZ5 Neurodigitizer) and discriminated 

offline using an automated clustering algorithm (MClust Spike Sorting Matlab Toolbox, 

version 4.3). Spike times were stored with 1 ms resolution. Both cross-correlation and 

transfer entropy analysis were restricted to pairs of neurons that had been recorded on 

different electrodes to preclude the possibility that mixing of isolated waveforms on any 

single electrode might bias estimates of relative spike timing between neurons. In monkeys, 

neural activity was recorded from Brodmann’s areas 9 and 46 in the dorsolateral prefrontal 
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cortex (Figure 1B, C). In mice, neural activity was recorded from the infralimbic, prelimbic, 

and orbital areas of the medial prefrontal cortex (Figure 1E).

Neural recording was conducted during head fixation and at rest in both species. In 

monkeys, neural activity was restricted to 500-ms periods during which monkeys maintained 

their gaze fixated on a small visual target at the center of a video monitor. The gaze fixation 

period occurred during the performance of the Dot Pattern Expectancy (DPX) cognitive 

control task67,115 but represented a period of passive gaze fixation before presentation of 

informative cue and probe visual stimuli in the trial. Thus, the neural activity included in 

the present analysis did not include activity modulated by trial-specific stimuli or cognitive 

processing to determine response direction. Pre-trial fixation period activity was included on 

300–400 trials of the DPX task. In mice, neural activity was recorded for 30 minutes while 

the mice rested or locomoted on a running wheel. During this period, their head position was 

fixed by attaching the cranial implant to a bar positioned above the wheel.

In both monkeys and mice, we recorded local field potentials (LFPs) along with isolated 

action potentials of individual neurons concurrently. LFPs were recorded at up to 4 of the 

16 microelectrodes in the array. The electrode signals were sampled at 2 KHz, band-pass 

filtered (1–100 Hz), notch filtered (60 Hz; in monkeys), demeaned, and resampled (400 Hz) 

using the ft_preprocessing function of the FieldTrip open source matlab toolbox114. LFP 

channels with strong artifacts or residual 60 Hz noise were rejected.

QUANTIFICATION AND STATISTICAL ANALYSIS

Detailed results of statistical analyses are provided in the figure legends.

Cross-correlation—To determine the relative timing with which pairs of simultaneously-

recorded neurons fired action potentials relative to one another, we computed cross-

correlation histograms (CCHs)35,36,47,116. CCHs display the distribution of intervals 

between action potentials in each neuron pair. Raw counts of spike coincidences at each 

lag are expected to vary with the firing rates of the neurons. To obtain a measure of spike 

timing independent of firing rate, we corrected the CCHs as follows. For each neuron 

pair, we constructed a permutation distribution of CCHs (100 iterations) after jittering 

the time of each spike by a random time within the interval ± 30 ms relative to the 

original spike time116. This destroyed the precise temporal structure of the spike trains but 

maintained slower fluctuations in firing rate at longer time scales. We then subtracted for 

each neuron pair the mean count of coincident spike events at each lag in the permutation 

distribution from the original data. Baseline-corrected CCHs exhibited prominent peaks at 

0-lag, indicative of simultaneous spiking in neuron pairs (Figure 2A, E). We considered a 

neuron pair to have a statistically significant 0-lag peak (Figure 2B, F) if the sum of its real 

CCH from lags −1 to +1 ms exceeded the 99th percentile of the distribution of this sum 

across permuted histograms. To compute population average CCHs, we converted counts 

of coincident events to z-scores using the mean and standard deviation of counts in the 

permutation distribution at each lag.

Transfer entropy—In addition to measuring spike timing relationships in neuron pairs 

using cross-correlation analysis, we focused further on identifying statistical dependencies in 
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the spike trains of the two neurons that were consistent with synaptic interactions between 

the neurons. These were cases in which an action potential in one neuron significantly 

impacted the probability that the other neuron in the pair would generate an action potential 

a short time later. For that purpose, we computed transfer entropy (TE) between neurons 

using an open-source Matlab toolbox developed by Ito and colleagues38. TE is a measure 

of the amount of information (in bits) the spiking activity of a ‘sending’ neuron transmits to 

the subsequent spiking activity of a ‘receiving’ neuron, after taking into account the spiking 

history of the receiving neuron. TE analysis captures causal effective interactions between 

neurons likely to reflect their synaptic communication (potentially through polysynaptic 

pathways). We computed higher-order transfer entropy (TE) from neuron J to neuron I as 

defined by Ito and colleagues as follows:

TEJ I = ∑p it + 1, it
(k), jt + 1 − d

(l) log2
p it + 1 ∣ it

(k), jt + 1 − d
(l)

p it + 1 ∣ it
(k)

The binary variables i and j represent the spiking state (1 = action potential, 0 = silent) 

within a given 1 ms time bin of a neuron I, defined as receiving neuron, and a neuron J, 

defined as sending neuron. The parameters k and l determine the number of time bins of 

prior spiking history of neurons I and J respectively that are considered. The parameter d 
specifies the lag between spike patterns in the receiving and sending neurons. We employed 

k = 1, l = 1, and d in the range of 1–10 ms, as in our prior report47. With these parameters, 

the analysis computed the frequency of spike patterns each consisting of a 3 element binary 

vector (it+1, it, jt+1-d) describing whether the receiving neuron i spiked or not (1 or 0) in 

time bin t+1, whether the receiving neuron i spiked or not in the preceding time bin t, and 

whether the sending neuron j spiked or not in a preceding time bin ranging from t-9 to t. 
TE analysis defines the information (in bits) transmitted between neurons by counting the 

frequencies of the various possible spike combinations observed in the sending and receiving 

neuron at each lag d in the data. Based on these frequencies, the analysis then computes the 

conditional probability of the presence or absence of a spike in the receiving neuron as a 

function of the presence or absence of a spike in the sending neuron at each lag, normalized 

by the spiking history of the receiving neuron.

To correct for bias in TE values that may have reflected modulations in the firing rates 

of the neurons over time, we calculated a permutation distribution (1000 iterations) of TE 

functions (bits transmitted by lag) after randomly jittering the time of each spike in sending 

and receiving neurons ±30 ms (thereby destroying precise temporal relationships in spiking 

between the neurons but preserving slower modulations in firing rate). We then subtracted 

the mean TE function of the permutation distribution from the TE function computed 

using the original data, the difference between them reflecting bias (rate)-corrected transfer 

entropy. To determine which neuron pairs were significantly coupled (Figure 3C, F) we 

identified the maximum TE value for each neuron pair (from 1 to 10 ms) and compared 

this value to the permutation distribution at that lag. Cell pairs were considered significantly 

coupled if the peak in the original data exceeded the 99.9th percentile of the permutation 

distribution.
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Burst identification—Temporal dynamics of ensembles included brief bursting periods in 

which many of the neurons in each ensemble exhibited elevated firing rate at the same time 

(Figure S4A, C). Ensemble bursts were relatively infrequent (< 10 per minute). To isolate 

CCH and TE estimates that were likely to reflect synaptic interactions between individual 

neurons in each neuron pair from these larger scale ensemble burst events, we computed 

CCH and TE after removing ensemble bursts from the data using an automated procedure. 

To detect ensemble bursts, we generated an ensemble spike density function (SDF) for each 

trial that was the sum of the individual neuron SDF for that trial (Figure S4A, C; blue line; 

200 ms Gaussian kernel; each neuron’s SDF normalized to the number of spikes in that 

neuron on that trial). Next, we fit a log-logistic function to the distribution of values in 

the single-trial ensemble SDF. We defined ensemble bursts as periods of time in which the 

ensemble SDF exceeded either the 90th (mouse) or 85th (monkey) percentile of the values 

in the log-logistic fit. These values provided the best fit between the performance of the 

automated algorithm and subjective estimates of accurate burst rejection based on visual 

inspection of the rasters of monkey and mouse activity. Bursts with an interburst interval 

of less than 1 s typically reflected modulation of a single burst in rasters and were joined. 

Once we detected periods of ensemble bursting in each trial, we removed spikes within 

the bursts from that trial before proceeding with cross-correlation and transfer entropy 

analyses. The burst rate appeared higher in mice than monkeys, but there was no significant 

difference between median burst rate as a function of drug condition in monkeys (Figure 

S4B; Kruskal-Wallis test, p = 0.37), or genotype in mice (Figure S4D; Kruskal-Wallis test, p 

= 0.28).

Oscillatory synchrony—We conducted spectral and time-frequency analyses of LFP 

by applying fast Fourier transform (FFT) and Morlet wavelet convolution using the 

ft_freqanalysis function in the FieldTrip Matlab toolbox114. We used wavelets with peak 

frequencies spaced in the interval of 1–100 Hz. To quantify the extent to which the timing 

of action potentials was phase-locked to oscillations in the LFP recordings, we computed 

the pairwise phase consistency (PPC) as defined by Vinck and colleagues64. The PPC is 

analogous to the phase locking value but is less sensitive to positive bias at small sample 

sizes (numbers of spikes)64. At the time of each action potential, we determined the phase 

of concurrently recorded LFP oscillations at each of the 20 Morlet frequencies. We used 

these spike time-locked phase values to compute the PPC, which is defined as the mean 

cosine of the angle formed between the phases of all possible pairs of spikes in a given 

neuron. PPC varies between −1 (if the two phase vectors in all spike pairs tend to point in 

opposite directions) to +1 (if the two phase vectors in all spike pairs tend to be aligned). 

To compute PPC, we applied the ft_spiketriggeredspectrum_stat function of the FieldTrip 

Matlab toolbox114 to the spike phase data, using unweighted LFP channel averaging. Each 

neuronal spike train was compared to LFP signals recorded on all other electrodes in 

the recording. LFP data from the same electrode that the neuron was recorded from was 

excluded. PPC analysis of the monkey data included 960 neurons in the Naive condition and 

763 neurons in the Drug condition. PPC analysis in the mouse data included 79 neurons 

in wildtype animals and 128 neurons in Dgcr8 knockout animals. We subdivided neurons 

on the basis of whether or not they exhibited significant 0-lag coupling and computed PPC 

in coupled and uncoupled neurons separately. Differences in PPC between drug conditions, 
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genotype, or coupling status were evaluated at each of the 20 Morlet frequencies using the 

Mann-Whitney U test on median PPC values across all cells. Significance was evaluated 

at a false-discovery rate (FDR) adjusted p < 0.05, after applying the Benjamini-Hochberg 

method to correct for multiple comparisons across the 20 frequencies.

Fano factor—We quantified the variability of firing rates of each neuron over time by 

computing the Fano factor (variance divided by the mean) of spike counts in 50 ms bins 

throughout the recording session for each neuron.

Cortical distance and neural interactions—We determined whether the probability 

that neurons exhibited significant coupling via 0-lag CCH or TE analysis varied as a 

function of distance between the neurons. We computed the distance between the two 

electrodes (tangential to the cortical surface) on which each pair of neurons was recorded. 

Pairs of electrodes in the electrode array used for recording were one of eight distances apart 

in the range of 400–1400 μm (400, 600, 800, 900, 1000, 1100, 1200, and 1400 μm). We 

then determined the number of neuron pairs that were significantly coupled by CCH or TE 

analysis relative to all pairs recorded at each distance (Figure S3). We applied chi-squared 

and permutation tests to the counts of coupled/uncoupled neurons to determine whether 

the probability of coupling varied significantly with distance. In the permutation test we 

randomly shuffled the distance and coupling status of each neuron pair, and re-computed 

the counts of coupled neurons at each distance in the shuffled data (10,000 iterations). We 

rejected the null hypothesis that coupling was random with respect to distance in the case 

that any count of coupled pairs in the original data exceeded the 99.5th percentile of counts 

of coupled pairs at that distance in the shuffled data (Bonferroni corrected p < 0.05 across 

the 8 distances tested).

Data and code availability—Analyses in this paper were conducted using publicly 

available Matlab toolboxes (FieldTrip and TE toolbox, see Key Resources Table). Additional 

Matlab scripts for CCH analysis are available from the lead contact upon request.

The data for this paper is available at the open access Mendeley Data database (doi: 

10.17632/y9d3yx4xj6.1 *DOI reserved but not active) at link:

https://data.mendeley.com/datasets/y9d3yx4xj6/draft?a=270d6c1c-70ec-480d-a727-

a64eb7c7d24c

Any additional information required to reanalyze the data reported in this paper is available 

from the lead contact upon request.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Impacts of different schizophrenia risk factors converge on prefrontal local 

circuits

• Convergent downstream impacts include Impaired spike timing and synaptic 

interactions

• Parallel changes in prefrontal circuits occur in monkey drug and mouse 

genetic models

• Spike-timing dependent plasticity may disconnect prefrontal circuits in 

schizophrenia
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Figure 1. Experimental design.
(A) Spiking activity of small neural ensembles of individually isolated prefrontal neurons 

were recorded in monkeys and mice using an Eckhorn microelectrode drive (Thomas 

recording, GmbH) that advanced 16 thin (70 μm o.d.) glass coated platinum iridium 

microelectrodes independently into the brain under computer control. (B-C) Locations 

of ensemble neural recording (light gray shading) in Brodmann area 46 surrounding the 

principal sulcus (PS) in monkeys 1 (B) and 2 (C). (D) Neural recording sequence in relation 

to experimental conditions in monkeys. Neural activity was recorded in three conditions: 
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(Naïve) before first exposure to NMDAR antagonist (either with no injection or after 

an injection of saline), (Drug) following intramuscular, systemic injection of NMDAR 

antagonist (phencyclidine, 0.25–0.30 mg/kg, i.m.), and (Saline) following intramuscular 

injection of saline but after first exposure to NMDAR antagonist. Once neural recording 

in the Naïve condition was completed, daily injections of either drug or saline with neural 

recording afterward commenced. For a complete description of the injection sequence, 

see47. (E) Electrode locations in coronal slices from two representative mouse brains. 

The right half of each slice is an image modified from the Allen Brain Atlas (Image 

credit: Allen Institute). The left half of each slice is a section through prefrontal cortex 

at the level of neural recording, with relevant border lines between prelimbic (PC) and 

infralimbic (IL) prefrontal areas superimposed, and recording tracts indicated (white lines). 

(F) Mouse breeding protocol. Nestin-Cre heterozygous and Dgcr8flox/flox homozygous 

mice were purchased from Jackson laboratories and interbred. Experimental offspring 

carried the Nestin-promoter and Cre gene and the Dgcr8flox allele, resulting in the deletion 

of a single Dgcr8 allele in neural tissue (referred to as Dgcr8+/−). Littermates with the 

Dgcr8flox allele but lacking Nestin-Cre were effectively wildtype (WT) and used as 

experimental controls. All genotypes were confirmed via standard tail snip genotyping 

protocols. (G) Complementary strengths and weaknesses of monkey drug and mouse genetic 

schizophrenia-relevant models112. The monkey drug model has comparatively strong face 

validity, because it captures cognitive behavioral deficits seen in patients with schizophrenia 
67,113, but comparatively weak construct validity, because the schizophrenia-relevant 

manipulation is pharmacological. Conversely, the mouse genetic model has comparatively 

weak face validity, because of the large gap between the cognitive and behavioral capacities 

of mice and patients, but comparatively strong construct validity, because the schizophrenia-

relevant manipulation relates to known genetic risk.
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Figure 2. Convergent influence on synchronous spiking.
Influence of drug condition (A-D; monkeys) and genotype (E-H; mice) on spike correlation. 

(A, E) Population bias-corrected cross-correlation histograms (CCHs) averaged over all 

recorded neuron pairs as a function of drug condition in monkeys (A) and genotype in 

mice (E). CCH values were converted to z-scores for each neuron pair using the mean 

and standard deviation of permutation distribution of coincident spike counts obtained at 

each lag after jittering spike times in the original spike trains randomly within ± 30 ms. 

(B, F) Median (and 95% confidence interval) of z-scored 0-lag CCH peak heights across 

experimental conditions in monkeys (B) and mice (F). The height of the 0-lag CCH peak 

was significantly reduced by blocking NMDAR in monkeys (Kruskal-Wallis test, X2
df = 1 = 

86.6, p < 10−19, Nnaive = 5080 pairs, NDrug = 4180 pairs; ***p < 0.001) and hemizygous 

deletion of Dgcr8 in mice (Kruskal-Wallis test, X2
df = 1 = 19.2, p < 10−4, NWT = 921 pairs, 

NDgcr8 = 640 pairs; ***p < 0.001). (C, G) Percentage of simultaneously recorded pairs of 

neurons in monkeys (C) and mice (G) that met cutoff criteria for significant 0-lag coupling. 

Neuron pairs were considered significantly coupled if the height of the 0-lag peak (± 1 

ms) in the CCH exceeded the 99th percentile of a permutation distribution of 0-lag peak 

heights in CCHs constructed after jittering spike times in the original spike trains randomly 

within ± 30 ms (100 iterations). The percentage of neuron pairs with significant 0-lag CCH 

peaks was significantly reduced by blocking NMDAR in monkeys (two-tailed z test of 

proportions, z = 11.07, p < 10−20, NDrug = 6165 pairs, NNaive = 7,393; ***p < 0.001) and 

hemizygous deletion of Dgcr8 in mice (two-tailed z test of proportions, WT vs Dgcr8+/−, z 

= 2.32, p < 0.01, NDgcr8 = 642 pairs, NWT = 924 pairs; **p < 0.01). (D, H) Influence of 

experimental condition on neural firing rate. Box-whisker plots illustrate median (horizontal 

line), interquartile range (box), and range (whiskers) of firing rates in neurons as a function 

of drug condition in monkeys (D), and genotype in mice (H). Median firing rates did 

not significantly differ across experimental conditions either in monkeys (Kruskal-Wallis 

test, p = 0.80), or in mice (Kruskal-Wallis test, p = 0.46). Differences in synchronous 

spiking between experimental conditions did not reflect differences in motor output between 
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genotypes in mice (see Figure S1), the distance between recording electrodes within the 

range sampled (see Figure S3), or bursting in ensembles of neurons (see Figure S4). In 

monkeys, repeated exposure to NMDAR antagonist in the Drug condition was associated 

with a lasting reduction in synchronous spiking that persisted in the Saline condition (see 

Figure S2).
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Figure 3. Convergent influence on synaptically mediated interactions between neurons.
Influence of drug condition (A-C; monkeys) and genotype (D-F; mice) on transfer 

entropy (TE), a measure of information transmitted between neurons based on statistical 

dependencies between their spike trains. (A, D) Example TE functions (upper panels), and 

distribution of lags of TE peaks (lower panels), in monkeys (A) and mice (D). In upper 

panels, thick black lines represent the calculated TE function over a delay of 2–40ms; 

grey lines represent TE functions derived from spike time-jittered bootstrap data, and blue 

lines represent the median of the bootstrap distribution. In lower panels, lines represent 

the percentage of all significant TE peaks occurring at each lag. (B, E) Median (and 95% 

confidence interval) of peak TE values across all neuron pairs in monkeys (B) and mice 

(E). The height of the TE peak was significantly reduced by blocking NMDAR in monkeys 

(Kruskal-Wallis test, X2
df=1 = 18.1, p < 10−4, NNaive = 14,612 directional pairs, NDrug 

= 12,320 directional pairs; ***p < 0.001), and deleting Dgcr8 in mice (Kruskal-Wallis 

test, X2
df=1 = 41.72, p < 10−9, NWT = 2,004 directional pairs, NDgcr8 = 1,444 directional 

pairs; ***p < 0.001). (C, F) Percentage of simultaneously recorded pairs of neurons that 

were significantly coupled via TE analysis in monkeys (C) and mice (F). Neuron pairs 

were considered significantly coupled if the height of the TE peak (1–10 ms) exceeded 
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the 99.9th percentile of a permutation distribution of TE peaks constructed after jittering 

spike times in the original spike trains randomly within ± 30 ms (1000 iterations). The 

percentage of neuron pairs with significant TE peaks was significantly reduced by blocking 

NMDAR in monkeys (two-tailed z test of proportions, Naive vs Drug, z = 5.53, p < 10−7, 

NNaive = 14,702 directional pairs, NDrug = 12,320 directional pairs; ***p < 0.001) and 

hemizygous deletion of Dgcr8 in mice (two-tailed z test of proportions, WT vs Dgcr8+/−, 

z = 3.56, p < 10−4, NWT = 2,444 directional pairs, NDgcr8 = 1,444 directional pairs; ***p 

< 0.001). Differences in synaptically mediated neural interactions between experimental 

conditions did not reflect differences in motor output between genotypes in mice (see Figure 

S1), the distance between recording electrodes within the range sampled (see Figure S3) 

or bursting in ensembles of neurons (see Figure S4). In monkeys, repeated exposure to 

NMDAR antagonist in the Drug condition was associated with a lasting reduction in the 

strength of neural interactions that persisted in the Saline condition (see Figure S2).
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Figure 4. Convergent influence on activity variability.
Influence of drug condition (A-C; monkeys) and genotype (D-F; mice) on variability 

of spiking over time. Spiking variability in each neuron was quantified by the Fano 

factor (variance/mean) over a sequence of spike counts in 50-ms bins. (A, D) Frequency 

distribution of Fano factors by drug condition in monkeys (A) and genotype mice (D). 

Inverted triangles indicate population medians. (B, E) Median Fano factors (error bars 

indicate 95% confidence intervals) by drug condition in monkeys (B) and in mice (E). The 

Fano factor was significantly reduced by blocking NMDAR in monkeys (Kruskal-Wallis 

test, X2
df=1 = 17.8, p < 10−4; ***p < 0.001) and hemizygous deletion of Dgcr8 in mice 

(Kruskal-Wallis test, X2
df=1 = 12.0, p < 10−3; ***p < 0.001). (C, F) Cumulative distributions 

of Fano factor values by drug condition in monkeys (C) and genotype mice (F). Cumulative 

distributions were shifted left toward smaller values by blocking NMDAR in monkeys 

(Kolmogorov-Smirnov test, K = 0.15, p < 10−4) and hemizygous deletion of Dgcr8 in mice 

(Kolmogorov-Smirnov test, K = 0.24, p < 10−3).
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Figure 5. Convergent influence on oscillatory dynamics.
Influence of drug condition (A, B; monkeys) and genotype (C, D; mice) on LFP power (A, 

C) and pairwise phase consistency (PPC) between spikes and LFPs (B, D). LFP signals 

were convolved with a set of complex Morlet wavelets in the frequency range of 1–100 Hz 

using the Matlab FieldTrip114 toolbox. After assigning phase angles to each spike (relative 

to LFP oscillations at a given frequency), PPC is defined as the mean cosine between the 

phase angles of all possible pairs of spikes, capturing the tendency for spikes to occur 

at consistent phases of LFP oscillations64. (A, C) Mean LFP power spectra in monkeys 

(A) and mice (C). LFP power was significantly reduced by blocking NMDAR in monkeys 

and hemizygous deletion of Dgcr8 in mice (black dots above horizontal axis indicate p 

< 0.05 between conditions by t-test at each frequency, FDR corrected for the number of 

tests using the Benjamini-Hochberg method). Error bars indicate SEM over LFP channels 

(electrodes). The dip at 60 Hz in the monkey power spectra reflects notch filtering. (B, D) 
Median PPC as a function of frequency in monkeys (B) and mice (D). PPC was significantly 
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reduced by blocking NMDAR in monkeys (NSaline = 960 neurons, NDrug= 763 neurons) and 

hemizygous deletion of Dgcr8 in mice (NWT = 79 neurons, NDgcr8 = 128 neurons) (black 

dots above horizontal axis indicate p < 0.05 between conditions by Wilcoxon Rank Sum 

test at each frequency, FDR corrected for the number of tests using the Benjamini-Hochberg 

method).
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Figure 6. Convergence-guided search for causal factors in schizophrenia pathogenesis.
(A) Hypothetical pathogenic sequence leading to schizophrenia. Four stages of pathogenesis 

are envisioned to form a timeline leading to emergence of symptoms. The present study 

focuses on failure of prefrontal local circuits. (B) Convergence-guided search for causal 

factors in schizophrenia pathogenesis. A diversity of risk factors and insults convergently 

reduce temporal spike correlation, with follow-on activity-dependent disconnection of 

prefrontal local circuits. The present study documents convergent effects of NMDAR 

malfunction and genetic risk on spike decorrelation and functional uncoupling. (C) 

Activity-dependent disconnection. In this model, reduced spike synchrony and effective 

disconnection of prefrontal circuits are causally linked. If spike synchrony becomes too 

weak in prefrontal networks, or synaptic connections become too few, additional asynchrony 

and disconnection start to drive each other in a negatively accelerating spiral producing 

runaway activity-dependent disconnection.
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KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, peptides, and recombinant proteins

Phencyclidine hydrochloride Sigma-Aldrich P3029

Experimental models: Organisms/strains

Rhesus macaque (Macaca mulatta) N/A N/A

Mouse: Nestin-Cre mice (strain: B6.Cg (SJL)-
TgN(NesCre)1Kln)

Jackson Labs Stock #003771

Mouse: Dgcr8flox/flox mice (strain: B6.Cg-
Dgcr8tm1.1Blel/Mmjax;)

Jackson Labs Stock #0032051

Deposited data

NHP and mouse spiking and LFP data This study https://data.mendeley.com/datasets/
y9d3yx4xj6/draft?
a=270d6c1c-70ec-480d-a727-
a64eb7c7d24c

Software and algorithms

MATLAB MathWorks RRID:SCR_001622

Transfer entropy Matlab Toolbox38 https://code.google.com/archive/p/transfer-
entropy-toolbox/

N/A

FieldTrip Matlab Toolbox114 https://www.fieldtriptoolbox.org/
download.php

RRID:SCR_004849
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