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Abstract 

The magnetic resonance (MR) images of fetuses make it possible for doctors to detect out pathological fetal brains in 
early stages. Brain tissue segmentation is prerequisite for making brain morphology and volume analyses. nnU-Net 
is an automatic segmentation method based on deep learning. It can adaptively configure itself, so as to adapt to a 
specific task via preprocessing, network architecture, training, and post-processing. Therefore, we adapt nnU-Net to 
segment seven types of fetal brain tissues, including external cerebrospinal fluid, gray matter, white matter, ventricle, 
cerebellum, deep gray matter, and brainstem. With regard to the characteristics of the FeTA 2021 data, some adjust-
ments are made to the original nnU-Net, so that it can segment seven types of fetal brain tissues precisely as far as 
possible. The average segmentation results on FeTA 2021 training data demonstrate that our advanced nnU-Net 
is superior to the peers including SegNet, CoTr, AC U-Net and ResUnet. Its average segmentation results are 0.842, 
11.759 and 0.957 in terms of Dice, HD95 and VS criteria. Moreover, the experimental results on FeTA 2021 test data 
further demonstrate that our advanced nnU-Net has obtained good segmentation performance of 0.774, 14.699 and 
0.875 in terms of Dice, HD95 and VS, ranked the third in FeTA 2021 challenge. Our advanced nnU-Net realized the task 
for segmenting the fetal brain tissues using MR images of different gestational ages, which can help doctors to make 
correct and seasonable diagnoses.

Keywords: Fetal brain tissue segmentation, FeTA challenge, Magnetic resonance image segmentation, Image 
automatic segmentation, nnU-Net

Introduction
Congenital diseases are the leading cause of infant death 
in the world [1]. Most of the existing studies on the diag-
noses of infant congenital diseases are based on magnetic 
resonance (MR) images of infants or children’s brains [2]. 
However, MR images of fetal brains have not been fully 
studied, due to the lack of public, selective and annotated 
clinical data. MR images of fetal brains can not only ena-
ble medical doctors to detect the brain structural abnor-
malities in the early stages of fetal development, but also 
can be applied to the study of fetal neurodevelopment. 

Brain tissue segmentation is the premise for analyzing 
brain morphology and volume. But it is a time-consum-
ing and laborious work to segment tissues of fetal brains 
manually. The segmentation results are often affected by 
doctors’ subjective judgments, so it is of significance to 
study the automatic segmentation for highly complex and 
rapidly developing and changing fetal brain morphology 
before the birth.

The traditional studies of fetal brain segmentation are 
based on atlas mostly. Habas et  al.   [3] constructed the 
MR atlas of the intrauterine fetal brain for the first time, 
including developing and developed brain tissues. Then, 
an expectation-maximization model based on atlas was 
proposed to segment four types of brain tissues including 
white matter (WM), gray matter (GM), germinal matrix 
(GMAT) and cerebrospinal fluid (CSF). However, this 
work focused on a narrow age range of 20.5–22.5 weeks, 
and four types of fetal brain tissues. After that, Habas 
et   al. [4] further proposed a spatiotemporal atlas of the 

†Ying Peng, Yandi Xu, and Mingzhao Wang have contributed equally to 
this work.

*Correspondence:  xiejuany@snnu.edu.cn
1 School of Computer Science, Shaanxi Normal University, West Chang’an 
Avenue, Chang’an District, Xi’an 710119, Shaanxi, People’s Republic 
of China
Full list of author information is available at the end of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s13755-023-00220-3&domain=pdf
http://orcid.org/0000-0001-6540-4397


Page 2 of 14Peng et al. Health Information Science and Systems (2023) 11:17

fetal brain with temporal models of MR intensity, tissue 
probability and shape changes for segmenting the fetal 
brain tissues of MR images. But this work still focused on 
a narrow age range from 20.57 to 24.71 weeks, and four 
types of fetal brain tissues of GM, WM, GMAT, and ven-
tricles (VT). Serag et al. [5] proposed a 4D multi-channel 
probabilistic atlas for constructing the developing brain 
based on pairwise non-rigid registration. Compared with 
the probability atlas generated by affine registration, this 
method has a better segmentation effect in the cortex, 
ventricle and brain hemisphere. Although these meth-
ods have achieved good results, they all need atlas as the 
premise. However, up to now the available brain atlas are 
only from those fetuses with normally developing brains, 
lacking brain atlas of pathological fetuses.

In recent years, deep learning has been widely used in 
image classification [6, 7], segmentation [8] and object 
detection [9–12] because it can automatically learn fea-
tures related to target tasks from data. Khalili et al. [13] 
proposed a data augmentation technique by syntheti-
cally introducing intensity inhomogeneity images, so as 
to improve the robustness of U-Net method for artifacts 
in images. It was demonstrated that this technique can 
improve the segmentation performance of the model and 
may replace or supplement pre-processing steps such as 
bias field correction by testing on MR images of 12 fetal 
brains aged from 22.9 to 34.6 weeks. Payette et  al. [14] 
proposed to automatically segment the fetal brain tissues 
via high-resolution MR images with noisy multi-class 
labels based on transfer learning techniques. This method 
does not rely on the super-resolution reconstruction 
techniques used and can quantify the neurodevelopment 
of normal and pathological fetuses without bias using 15 
fetal brains with the age range of 22.6–33.4 weeks.

In order to provide the accurate and automatic segmen-
tation of the cortical plate in the fetal brain, Hong et al. 
[15] proposed a logarithm and boundary-Dice mixed loss 
function to gain the segmentation accuracy, and took 
the multi-view (axial, coronal, and sagittal) aggregation 
with test-time augmentation to cut down the error using 
three-dimensional information and multiple predictions. 
Experimental results show that this method can improve 
the segmentation accuracy of the fetal cortical plate. For 
the properties of the cortical plate, Dou et  al. [16] pro-
posed the attention module comprising two sets of con-
volutions with the convolution layer of four convolution 
kernels of different sizes for each, and developed a deep 
attentive neural network. This attention module made 
the network achieving good segmentation results on pri-
vate datasets by combining full convolutional network 
and deep supervision mechanism. To improve the mor-
phological consistency of the fetal cortical plate segmen-
tation, Dumast et al. [17] took a topological constraint as 

an additional loss function. This method had a significant 
advantage over the baseline method in segmenting MR 
images of fetal brains at any gestational age.

The aforementioned methods for segmenting fetal 
brain tissues are over-fitting to specific tasks to some 
extent, or may be affected by imperfect validation. Such 
as the studies in [15–17] focused on segmenting corti-
cal plates in fetal brains while the studies in [3, 4, 13, 14] 
payed attention to segment four types of tissues of fetal 
brains covering narrow age range. Therefore, these avail-
able methods will fail to produce expected results for 
new tasks.

Fortunately, there are some good deep learning models 
emerged for segmenting images obtained from various 
scenarios besides the aforementioned ones for segment-
ing fetal brain tissues. SegNet [18] pays attention to the 
scene understanding, providing a deep convolutional 
encoder-decoder architecture network for outdoor and 
indoor scene segmentation tasks. It was reported that 
it performed well, having competitive inference time 
and most efficient inference memory-wise [18]. CoTr 
[19] efficiently bridges a convolutional neural network 
and a transformer into a new framework for segment-
ing 3D medical images accurately. It was reported that 
CoTr brought a substantial performance improvement 
over other CNN-based, transformer-based, and hybrid 
methods on the 3D multi-organ segmentation task [19]. 
Furthermore, CoTr can be extended to deal with brain 
structure or tumor segmentation [19]. AC U-Net [20] 
proposed a new loss function incorporating area and 
size information into a dense deep U-Net-like learn-
ing model. The proposed loss function outperforms the 
very popular loss function cross-entropy and is robust 
to hyper-parameter when the AC U-Net is used to seg-
ment cardiac MR images [20]. It is reported in [20] that 
AC U-net can be applied to other challenging segmenta-
tion tasks from various real applications. ResUnet [21] 
combines the strengths of residual learning and U-Net 
to build a network having similar U-Net architecture 
for road extraction from high-resolution remote sens-
ing images. It outperformed U-Net and other two state-
of-the-art deep learning based road extraction methods 
[21].

Although these aforementioned four innovative deep 
learning models including SegNet, CoTr, AC U-Net and 
ResUnet are not focus on segmenting fetal brain tissues, 
the strengths and the ideas of them make it possible to 
use them to the fetal brain tissue segmentation task. That 
is why we choose these four deep learning models as the 
baselines to compare with ours.

Furthermore, the recently proposed nnU-Net [22] 
combines multiple U-Net methods, so that it can auto-
matically adjust its use of multiple U-Net architectures 
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to model any given types of input images. It outperforms 
most of the existing methods without any human inter-
vention. Therefore, this paper adapts nnU-Net to study 
the segmentation of fetal brain tissues. To accommodate 
this new task, some significant adjustments are made 
to the original nnU-Net. The results of the FeTA 2021 
challenge demonstrate that our advanced nnU-Net has 
obtained good results in segmenting the fetal brain tis-
sues and ranked the third.

This paper is organized as follows. Section 2 will intro-
duce the data and methods used in this study. Section 3 
will display the experimental results and the analyses. 
Conclusions come in Sect. 4.

Data and methods
This section will first introduce the data used in this 
study, that is, the data for FeTA 2021 challenge. Then the 
advanced nnU-Net adapted in this study will be intro-
duced in detail.

Data
This study used the data from FeTA 2021 challenge, that 
is, from the Fetal Brain Tissue Annotation and Segmenta-
tion Challenge in 2021 [23]. This data set was collected 
from the Children’s Hospital of the University of Zurich, 
including T2-weighted MR images of normal and path-
ological fetal brains. Due to the low resolution of clini-
cally acquired image data, the FeTA 2021 Challenge used 
two different super-resolution reconstruction techniques 
including mialSRTK [24] and IRTK [25] to build super-
resolution images for each case. In order to simulate the 
real situation, the quality of the super-resolution recon-
struction images is different, including poor quality, over-
all good quality and excellent quality. There are 80 cases 
in FeTA 2021 training data, where 40 cases are recon-
structed using the mialSRTK technique, and the rest 
using the IRTK technique. Each case is labeled with seven 

types of brain tissues, including external cerebrospinal 
fluid (eCSF), gray matter (GM), white matter (WM), ven-
tricles (VT), cerebellum (CB), deep gray matter (DGM) 
and brainstem (BS). Table  1 shows the frequencies of 
the MR images of normal and pathological fetal brains 
at different gestational ages in FeTA 2021 training data. 
The MR images from pathological fetal brains are mainly 
from 22 to 29 weeks of gestational age, while the normal 
fetal brain MR images are evenly distributed at all gesta-
tional ages. There are 40 cases in the test data of the FeTA 
2021 challenge, where 20 cases are reconstructed using 
the mialSRTK technique, and the rest by the IRTK tech-
nique. The test data have not been public yet, nor do the 
labels of them. However, it was reported in [26] that the 
test data of FeTA 2021 challenge has got similar distribu-
tion with that of the training data. Table  2 summarizes 
the frequencies of the MR images of normal and patho-
logical fetal brains at each gestational age in the test data 
of FeTA 2021 challenge. Figure  1 shows the axial plane, 
sagittal plane and coronal plane of the fetal brain MR 
images and their corresponding labels. The up-left corner 
three images are the normal fetal brain MR images, and 
the down-left three images show the labels of these three 
images. The up-right three images display the pathologi-
cal fetal brain MR images, and the down-right are the 
related labels.

Network structure
U-Net [27] is composed of encoder, decoder, and skip 
connection. It combines both low-resolution and high-
resolution information, and still has got good generaliza-
tion even without enough training data. It is widely used 
in the field of medical image segmentation. However, the 
available variations of U-Net, such as embedding dense 
connections or attention mechanism etc., are excessively 
appropriate for specific tasks to some extent, or may 
be affected by imperfect validation, so that they cannot 

Table 1 Frequencies of normal and pathological fetal brain MR images at different gestational age in FeTA 2021 training 
data

Gestation week 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 Sum

Normal cases 0 1 0 3 3 1 2 2 4 3 3 3 3 3 0 2 33

Pathological cases 2 1 3 6 5 3 3 10 6 4 1 1 0 2 0 0 47

Table 2 Frequencies of normal and pathological fetal brain MR images at different gestational age in FeTA 2021 test data

Gestation week 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 Sum

Normal cases 0 1 1 2 1 1 1 2 1 0 0 2 1 1 0 1 15

Pathological cases 0 0 2 3 2 2 0 5 2 5 1 1 1 1 0 0 25
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obtain good performance on new tasks. However, the lat-
est nnU-Net [22] combines multiple U-Net methods, so 
that it can automatically adjust the use of multiple U-Net 
architectures to model any types of images input to it. 
It is reported that nnU-Net outperforms most existing 
methods without human intervention [22].

With regard to the properties of the fetal brain tissues 
in MR images, we adapt the nnU-Net by advancing it 
to do the segmentation for the fetal brain tissues. The 
specific structure of the nnU-Net used in this paper is 
shown in Fig.  2. The residual structure is adopted in 
the encoder to enhance the information propagation in 
the shallow layers, and a deep supervision mechanism 
is introduced to accelerate the effective training for the 
network. The basic network module of our nnU-Net is 
3× 3× 3 convolution plus Instance Normalization and 
Leaky ReLU together.

In the encoder of our nnU-Net shown in Fig. 2, one 
residual structure is initially adopted, and the number 
of residual structures is increased by 1 for each down-
sampling, up to the maximum of 4. If the number of 
input/output channels is different in residual structure, 
a convolution layer with a convolution kernel size of 
1× 1× 1 is inserted into the skip connection for non-
linear mapping, so as to match the input and output 
image size. The down-sampling is done in the encoder 
by using the convolutions with a stride of 2.

The decoder of our nnU-Net shown in Fig. 2 comprises 
the stacked basic modules consisting of 3× 3× 3 convo-
lution and Instance Normalization and Leaky ReLU. The 
up-sampling is done to the output of each layer using 
transposed convolution with a stride of 2× 2× 2.

There are initial 32 feature channels in our nnU-Net. 
The number of channels is doubled with each down-
sampling, up to the maximum of 320, while the number 
of channels will be halved with each transposed convolu-
tion of up-sampling, so as to back to the initial channels 
at last.

Our nnU-Net calculates the loss function using the 
output of the last four layers of the decoder, due to the 
big noises in the feature maps of the shallow layers of 
the network. Specifically, down-sampling is done to the 
labels with respect to the ratio of [1, 2, 4, 8] in the process 
of online data augmentation. Then, the outputs of the 
last four layers of the decoder are respectively input into 
a convolution layer with 8 filters and 1× 1× 1 convolu-
tion kernel size, and the segmentation probability map 
is obtained by using the activation function of Softmax. 
Finally, the segmentation errors are calculated for the last 
four layers, and the loss function L will be obtained by 
summing these errors with the weights of 8

15
 , 4
15

 , 2
15

 , 1
15

 , 
respectively. The loss function L adopted in this paper is 
the sum of cross-entropy loss and Dice loss. It is calcu-
lated in (1).

where, LCE and LDice are the cross-entropy loss and Dice 
loss, respectively. They are calculated in (2) and (3), 
respectively.

(1)L = LCE + LDice.

(2)LCE =−
1

N

C∑

c=1

N∑

i=1

yci log(p
c
i ).

Fig. 1 Examples of the axial, sagittal, and coronal planes of fetal brain MR images and the corresponding labels



Page 5 of 14Peng et al. Health Information Science and Systems (2023) 11:17

where, N is the number of pixels in the segmentation map 
encoded using one-hot, and C is the number of classes 
and it is 8 in this study. The yci  is a sign function. Its value 
is 1 when the true category of the ith pixel of the region 
labeled y is c; otherwise, its value is 0. The pci  is the prob-
ability of the ith pixel of the model predictive segmenta-
tion map p belonging to the category c.

The cross-entropy loss LCE calculates the loss of each 
pixel. The positive and negative samples contribute 
equally to this loss. The cross-entropy loss can effectively 
avoid the problem of the gradient disappearance in train-
ing network. But it will prefer the majority class when 
segmenting the image with class imbalance, thus affect-
ing the optimization direction of the network.

Dice loss LDice only calculates the proportion of the 
overlap between the ground truth and model predic-
tive segmentation result for the foreground of an image, 
ignoring the background region, thus alleviating the 
problem of category imbalance in the training data. The ǫ 
in (3) is a very small constant, and is 1e − 8 in this paper, 
so as to avoid the zero denominator of the Dice loss func-
tion in a special case.

Experiments and analyses
This section will first introduce the metrics used in this 
paper to evaluate the performance of our specific nnU-
Net on the FeTA 2021 challenge. Then is the experimen-
tal design followed by the experimental results and the 
analyses.

(3)LDice =−
2

C

C∑

c=1

∑N
i=1 p

c
i y

c
i∑N

i=1 p
c
i +

∑N
i=1 y

c
i + ǫ

.

Evaluation metrics
The Dice [28], HD95 (Hausdorff 95 Distance) [29], and 
VS (Volume Similarity) metrics are adopted to quantify 
the segmentation performance of a model.

Dice is one of the most commonly used segmentation 
performance evaluation indexes. It is defined as the pro-
portion of the overlap between the segmentation map 
predicted by the model and the region labeled by experts 
to the sum of the two regions [28]. Its value range falls in 
[0, 1]. The bigger the Dice, the better the segmentation 
results are obtained by the model; otherwise, the worse 
is the model segmentation effect. We define P as the seg-
mentation map predicted by the model, and GT as the 
region labeled by experts, that is, the ground truth, then 
the Dice can be calculated in (4), where | · | means abso-
lute value.

Given sets A = {a1, a2, a3, . . .}, B = {b1, b2, b3, . . .} , the 
HD (Hausdorff Distance) is used to value the similar-
ity between them, and is defined in (5). In the following 
experiments, these two sets will indicate the segmenta-
tion result predicted by the model and the ground truth 
labeled by experts.

where, h(A,B) = maxa∈A(minb∈B�a− b�) , and 
h(B,A) = maxb∈B(mina∈A�b− a�) , and � · � indicates 
the L2 norm or any other distance. We adopt the Euclid-
ean distance, that is, the L2 norm is used in this paper. 
H(A, B) is called the bidirectional HD, and it is the most 

(4)Dice(P,GT ) =
2× |P ∩ GT |

|P| + |GT |
.

(5)H(A,B) = max(h(A,B), h(B,A)).

Fig. 2 The architecture of the specific nnU-Net network adapted in this study
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basic form of HD. The h(A, B) is called the one-way HD 
from set A to set B, so is the h(B, A) from set B to set A.

In order to eliminate the unreasonable distance caused by 
some outliers and preserve the stability of the overall val-
ues, HD95 is adopted in this paper instead of the original 
HD, that is, the 95th quantile of all the HD values between 
pixels of the segmentation map and the ground truth. The 
smaller the HD95 value, the more similar between the two 
sets, and the better the segmentation result is. On the con-
trary, the greater the difference between the two sets, the 
worse is the segmentation effect.

VS is an indicator used to compare the volumes of 
two segmentation maps. There are many definitions for 
this indicator, and the one we adopted in this paper is as 
follows.

where, GTvol is the volume of the Ground Truth of an 
image to be segmented, and pvol the volume of the image 
predicted by the segmentation model, and | · | means the 
absolute value. It can be seen that the bigger the VS value, 
the better segmentation result is obtained. The best case 
is 1, while the worst is 0.

However, it should be noted that although VS is a com-
monly used indicator, it cannot be treated alone, because 
there may exist the situation that the segmentation map 
predicted by a model is equal to the region marked by 
experts in volumes but there is not any overlap between the 
predictive segmentation map and the ground truth.

Experiment design
Experiments are carried out in the environment with Linux 
operating system, and the NVIDIA GeForce RTX 3090 
GPU with 24GB memory to accelerate the training process. 
The program code is implemented based on the nnU-Net 
[22]. The library of nnU-Net can be found at https:// github. 
com/ MIC- DKFZ/ nnUNet. Other experimental environ-
ment configurations are shown in Table 3.

The SGD (Stochastic Gradient Descent) optimizer 
with momentum is used to optimize the network in the 

(6)VS(P,GT ) = 1−
|GTvol − Pvol |

|GTvol | + |Pvol |
.

experiment, and the momentum size is set to 0.99. The 
initial learning rate is 0.01 for training network. The 
weight decay coefficient is 3e − 5 . The patch size is 
128× 128× 128 , and batch size is 2. The total iterations 
are 1000. The polyLR [30] is adopted to adjust the learning 
rate dynamically, and the updating method is as follows.

where, α0 is the initial learning rate, and t is the current 
iteration number, and T is the total iteration number.

Data augmentation technology refers to process origi-
nal images, so as to augment samples in the dataset. 
It can effectively remedy the insufficiency of the exist-
ing training data, so as to avoid the over-fitting of the 
model, and enhance the generalization of the model. In 
our experiments, we adopt the following data augmenta-
tion techniques, including rotation, scaling, mirroring, 
brightness transforming, contrast enhancement, gamma 
correction, Gaussian noise and Gaussian blurring. The 
rotation angle is set to one of the degrees in −30 to + 30. 
The scaling ratio is set to one of the values in 0.7–1.4. 
The brightness transforming is set to one of the values in 
0.75–1.25. The contrast enhancement is set to one of the 
values in 0.75–1.25. The gamma correction is set to one 
of the values in 0.7–1.5. Gaussian noise is set to one of 
the values from 0 to 0.1, and Gaussian blurring is set to 
one of the values from 0.5 to 1.0.

Experimental result analyses
This subsection will first display the extensive experi-
mental results we did on FeTA 2021 training data, then 
show the results we obtained on the test data of FeTA 
2021 challenge, followed by the comparison between our 
method and other methods within Top 12 in FeTA 2021 
challenge.

Experiments on FeTA 2021 training data
This subsection will carry out experiments on FeTA 2021 
training data. The FeTA 2021 training data is partitioned 
into training and test subsets in a ratio of 7:3. The model 
is trained using the training subset, and its capability is 
verified on the test subset. The performance of our spe-
cific nnU-Net is compared to that of SegNet [18], CoTr 
[19], AC U-Net [20] and ResUnet [21] models in terms of 
Dice, HD95, and VS criteria.

Since the scanning directions of MR images in FeTA 
2021 training data are not consistent completely, the 
ITK toolkit is used to adjust all of MR images and their 
labels to RAI (Right, Anterior, Inferior) direction. The 
resolutions of MR images and their labels in the train-
ing subset are resampled to the isotropic MR images 
of 0.5× 0.5× 0.5 mm by using the third-order spline 

(7)α = α0 × (1−
t

T
)0.9.

Table 3 Experimental environment settings

Names Descriptions

OS Linux

CPU Intel(R) Xeon(R) Silver 
4214R CPU @ 2.40GHz

GPU NVIDIA GeForce RTX 3090

CUDA Version 11.1

Programming Language Python 3.7

Deep Learning Framework Pytorch 1.8.0

https://github.com/MIC-DKFZ/nnUNet
https://github.com/MIC-DKFZ/nnUNet
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interpolation and the linear interpolation, respectively. It 
is a general way that the MR images are usually sampled 
by using the third-order spline interpolation while the 
labels usually by the linear interpolation or the nearest 
neighbor interpolation method. Finally, each MR image is 
normalized using Z-score.

Experiments are done under same environment con-
figuration. The models are trained on the training sub-
set, and the performance of each model is tested on the 
test subset. Table 4 shows the experimental results of our 
specific nnU-Net and other four peers in comparison for 
segmenting seven types of fetal brain tissues using the 
MR images from the test subset in terms of Dice, HD95, 
and VS metrics.

To test whether there is a difference between the per-
formance of each model in segmenting the normal and 
pathological fetal brain MR images, the normal and path-
ological fetal brain images from test subset are, respec-
tively, tested on each model. The predictive segmentation 
results of each model are calculated for the normal and 
pathological fetal brain MR images, respectively. The 
experimental results of each model on normal and patho-
logical fetal brain MR images from test subset are shown 
in Tables 5 and 6, respectively. The bold fonts in Tables 4, 
5 and 6 represent the best results of the specific metric 
on the specific tissue among all models.

The results in Table  4 show that our advanced nnU-
Net has obtained the best results in segmenting VT tis-
sue of the fetal brain MR images in terms of Dice, HD85 
and VS metrics when comparing to the peers including 
SegNet, CoTr, AC U-Net, ResUnet. In addition, it per-
forms best in segmenting eCSF and WM tissues in terms 

of Dice and VS criteria among the five models, so do in 
segmenting BS tissue in terms of Dice criterion. Further-
more, our improved nnU-Net and the peers including 
SegNet, CoTr, AC U-Net and ResUnet have simultane-
ously obtained good segmentation results on WM, VT, 
CB, DGM and BS tissues of fetal brain MR images, with 
the Dice values over 0.8, while the segmentation results 
on eCSF and GM tissues are not good with the Dice value 
less than 0.8, except for our nnU-Net and the peer CoTr 
having a comparatively good Dice values over 0.8 on 
eCSF tissue.

The results in Table  4 demonstrate that our nnU-Net 
has obtained the best average segmentation results in 
segmenting seven types of fetal brain tissues with 0.842, 
11.759 and 0.957 in terms of Dice, HD95 and VS, though 
it is not the most stable model. The SegNet model is 
the most stable model among the peers in comparison 
for segmenting seven types of fetal brain tissues of MR 
images, though it has obtained the worst segmentation 
results in terms of Dice. AC U-Net obtained the same 
performance as our nnU-Net did in terms of Dice crite-
rion. The results in Table 4 also disclose that there is an 
apparent difference in the segmentation results between 
all models on seven types of fetal brain tissues of MR 
images in terms of HD95 while few difference in segmen-
tation results in terms of VS metric.

The above analyses to the segmentation results of all 
five models in terms of Dice, HD95 and VS demonstrate 
that our improved nnU-Net is superior to the other four 
peers in comparison when segmenting the seven types of 
fetal brain tissues in MR images.

Table 4 Performance of our nnU-Net and other peer models for segmenting fetal brain tissues of MR images

Bold values indicate the best results of the specic metric on the specific tissue among all models

Models Metrics eCSF GM WM VT CB DGM BS Average±σ

SegNet Dice 0.795 0.694 0.893 0.848 0.833 0.856 0.820 0.820± 0.122

HD95 17.896 15.533 15.714 11.794 6.343 8.019 8.785 12.012± 6.846

VS 0.962 0.963 0.980 0.965 0.920 0.945 0.948 0.955± 0.071

CoTr Dice 0.806 0.742 0.907 0.884 0.835 0.871 0.840 0.841± 0.128

HD95 16.962 15.106 14.959 11.167 10.399 7.951 9.133 12.240± 9.212

VS 0.942 0.966 0.979 0.974 0.902 0.951 0.946 0.951± 0.098

AC U-Net Dice 0.796 0.746 0.906 0.881 0.850 0.871 0.843 0.842± 0.131

HD95 17.418 18.882 13.729 11.026 8.420 8.012 9.265 12.393± 7.997

VS 0.921 0.956 0.977 0.970 0.911 0.949 0.959 0.949± 0.106

ResUnet Dice 0.798 0.734 0.901 0.877 0.818 0.866 0.842 0.834± 0.140

HD95 16.782 14.982 14.070 11.974 8.159 7.823 9.079 11.838± 7.357

VS 0.954 0.975 0.974 0.969 0.886 0.946 0.951 0.951± 0.107

Our nnU-Net Dice 0.810 0.740 0.909 0.886 0.839 0.868 0.843 0.842± 0.125

HD95 16.824 15.193 14.470 10.125 7.746 8.837 9.115 11.759± 7.619

VS 0.963 0.967 0.983 0.978 0.906 0.947 0.953 0.957± 0.090
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The experimental results in Table  5 for normal fetal 
brain tissue segmentation show that AC U-Net model 
has obtained the best average Dice of 0.877 for segment-
ing the seven types of fetal brain tissues of MR images of 
the normal fetal brains. Our nnU-Net has obtained the 
best average HD95 of 10.710 for segmenting the seven 
types of fetal brain tissues of the MR images of normal 
fetal brains. The ResUnet model defeats the others in 
comparison in terms of the average VS. The peer model 
SegNet in comparison performs worst, with the aver-
age Dice of 0.851, and HD95 of 11.402, and VS of 0.967. 

Furthermore, its variances in terms of Dice and VS is the 
worst too among all peers in comparison, which means 
it is not a stable model. However, the AC U-Net not only 
performs best in terms of Dice, it is also the most stable 
model in terms of Dice metric. The stable of our nnU-Net 
ranks the second in terms of Dice metric which are the 
most significant metric among the Dice, HD95 and VS 
metrics.

The results in Table 5 also show that all five models in 
comparison have obtained good segmentation results 
in terms of Dice criterion with values over 0.8 nearly 

Table 5 Segmentation results of our nnU-Net and other peer models on normal fetal brain MR images

Bold values indicate the best results of the specic metric on the specific tissue among all models

Models Metrics eCSF GM WM VT CB DGM BS Average±σ

SegNet Dice 0.860 0.704 0.906 0.831 0.910 0.876 0.871 0.851± 0.074

HD95 14.511 15.593 15.873 11.892 5.016 7.956 8.970 11.402± 5.759

VS 0.974 0.969 0.983 0.962 0.979 0.959 0.943 0.967± 0.025

CoTr Dice 0.878 0.759 0.925 0.875 0.927 0.882 0.884 0.876± 0.061

HD95 13.878 15.506 15.518 12.202 4.457 8.303 8.743 11.230± 6.218

VS 0.978 0.973 0.983 0.982 0.982 0.961 0.958 0.974± 0.022

AC U-Net Dice 0.878 0.765 0.924 0.873 0.927 0.884 0.886 0.877± 0.059

HD95 16.893 16.522 14.370 10.705 4.229 7.782 9.074 11.368± 6.077

VS 0.974 0.971 0.983 0.981 0.980 0.971 0.957 0.974± 0.022

ResUnet Dice 0.875 0.758 0.924 0.873 0.925 0.880 0.878 0.873± 0.061

HD95 13.671 14.780 14.641 10.529 4.274 7.875 9.306 10.725± 5.626

VS 0.981 0.975 0.987 0.983 0.984 0.963 0.948 0.975± 0.024

Our nnU-Net Dice 0.877 0.763 0.925 0.874 0.928 0.882 0.883 0.876± 0.060

HD95 13.583 15.243 14.834 10.067 4.328 7.696 9.222 10.710± 5.845

VS 0.979 0.971 0.987 0.984 0.983 0.964 0.952 0.974± 0.024

Table 6 Segmentation results of our nnU-Net and other peer models on pathological fetal brain MR images

Bold values indicate the best results of the specic metric on the specific tissue among all models

Models Metrics eCSF GM WM VT CB DGM BS Average±σ

SegNet Dice 0.749 0.687 0.883 0.861 0.778 0.842 0.784 0.798± 0.143

HD95 20.314 15.491 15.601 11.725 7.291 8.064 8.652 12.448± 7.525

VS 0.953 0.958 0.978 0.968 0.878 0.935 0.951 0.946± 0.089

CoTr Dice 0.755 0.729 0.894 0.891 0.770 0.864 0.809 0.816± 0.155

HD95 19.165 14.820 14.559 10.427 14.643 7.700 9.411 12.961± 10.833

VS 0.916 0.961 0.976 0.969 0.846 0.943 0.938 0.935± 0.125

AC U-Net Dice 0.737 0.733 0.893 0.887 0.794 0.861 0.812 0.817± 0.160

HD95  17.793 20.567 13.271 11.255 11.414 8.176 9.402 13.125± 9.085

VS 0.884 0.946 0.973 0.962 0.862 0.933 0.960 0.931± 0.135

ResUnet Dice 0.742 0.717 0.885 0.880 0.741 0.856 0.816 0.805± 0.171

HD95 19.004 15.126 13.663 13.006 10.934 7.785 8.917 12.634± 8.315

VS 0.935 0.975 0.965 0.959 0.817 0.934 0.952 0.934± 0.136

Our nnU-Net Dice 0.761 0.723 0.898 0.894 0.775 0.859 0.815 0.818± 0.152

HD95 19.139 15.157 14.209 10.166 10.188 9.653 9.040 12.507± 8.618

VS 0.952 0.964 0.981 0.973 0.851 0.935 0.954 0.944± 0.115
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0.9 when segmenting 6 types of tissues including eCSF, 
WM, VT, CB, DGM and BS of normal fetal brains in MR 
images. However, they all cannot obtain the Dice values 
over 0.8 in segmenting the GM tissue.

The above analyses to the segmentation results of five 
models for the normal fetal brain tissues of MR images 
demonstrate that our improved nnU-Net model in this 
paper has obtained the comparative good effect in seg-
menting seven types of normal fetal brains s of MR 
images. It is the second stable model following AC U-Net.

In addition, comparing the experimental results in 
Tables 4 and 5, it can be seen that except for segmenting 
the VT tissue of fetal brains of MR images, all models in 
comparison performed better in segmenting eCSF, GM, 
WM, CB, DGM and BS fetal brain tissues of MR images 
of normal fetal brains than they did in segmenting same 
fetal brain tissues of the MR images comprising both nor-
mal and pathological fetal brains.

The segmentation results of pathological fetal brain MR 
images in Table 6 show that our adjusted nnU-Net model 
is superior to other peer models in terms of Dice metric 
of the average segmentation results for seven types of 
pathological fetal brain tissues of MR images, with the 
mean Dice of 0.818. The SegNet model has achieved the 
best average segmentation results in terms of HD95 and 
VS indexes, with the mean HD95 of 12.448 and mean 
VS of 0.946, respectively. It is followed by our advanced 
nnU-Net model.

Although the average segmentation results of our 
adjusted nnU-Net model are not the optimal in terms of 
HD95 and VS when segmenting seven types of pathologi-
cal fetal brain tissues in MR images, it performs best for 
segmenting the VT tissue in terms of Dice, HD95 and 
VS metrics, and its Dice, HD95 and VS values are 0.894, 
10.166 and 0.973, respectively. Furthermore, it defeats 
other peer models in segmenting WM tissue of patho-
logical fetal brain MR images in terms of Dice and VS, 
and its Dice is 0.898 and VS is 0.981. It is also superior to 
the peer models in segmenting eCSF tissue of MR images 
of pathological fetal brains in terms of Dice metric, with 
the value of 0.761. Meanwhile, it is also superior to the 
peer methods in comparison in segmenting GM tissue of 
MR images of the pathological fetal brains in terms of VS 
metric of 0.964.

As we all known, Dice is the most significant met-
ric among the Dice, HD95 and VS ones. This indicates 
that our advanced nnU-Net is the best one among the 
five models in comparison including SegNet, CoTr, AC 
U-Net, ResUnet and our nnU-Net for segmenting seven 
types of brain tissues of pathological fetal brain MR 
images. Though it has the second stable property.

Comparing the experimental results in Tables  5 and 
6, it can be found that there is a significant difference in 

the segmentation results of each model’s for segment-
ing eCSF, CB and BS tissues of MR images of normal and 
pathological fetal brains. Furthermore, the segmenta-
tion results show the rule that all methods in comparison 
have obtained better performance on normal fetal brain 
MR images than on pathological fetal brain MR images 
when segmenting the six types of fetal brain tissues 
including eCSF, GM, WM, CB, DGM and BS, though the 
segmentation results of all models in comparison show 
the opposite rule on segmenting VT tissues, that is, all 
models have achieved better segmentation results when 
segmenting the VT tissue of pathological fetal brain MR 
images than of normal fetal brain MR images.

The segmentation results shown in Tables  4, 5 and 6 
demonstrate that our adjusted nnU-Net demonstrates 
the advantages over the peers in comparison no matter 
when segmenting the tissues of normal or pathological 
fetal brains of MR images. Though its stable is not the 
best with the second place instead.

In order to intuitively compare the differences between 
each model in segmenting the fetal brain tissues, some 
typical segmentation results are selected from the test 
subset for qualitative analyses. Figure  3 shows the seg-
mentation results from the axial plane of each model on 
several fetal brain MR images from the test subset, in 
which the first column is the original MR images of fetal 
brains, and the second column is the true labels, that is, 
the ground truth, and the third to seventh columns are 
the predictive results of SegNet, CoTr, AC U-Net, ResU-
net and our nnU-Net adjusted in this paper, respectively. 
Figures  4 and 5 show the corresponding segmentation 
results of Fig. 3 of each model from the sagittal plane and 
the coronal plane, respectively.

It can be seen from the segmentation results shown in 
Figs.  3, 4 and 5 that SegNet, CoTr, AC U-Net, ResUnet 
and our nnU-Net can locate the basic target locations of 
seven types of fetal brain tissues, but there are over-seg-
mentation and under-segmentation phenomena in all the 
results of them. The structures of eCSF and GM tissues 
are complex, and their shapes are various greatly, which 
make it more difficult to segment these two types of tis-
sues. The overall segmentation results demonstrate that 
our nnU-Net model adjusted in this paper outperforms 
the peer methods in comparison, its segmentation results 
are most consistent to the true labels. The SegNet model 
performs worst, which is clearly seen from the visualiza-
tion of the segmentation results shown in Fig. 4 from the 
sagittal plane and that in Fig. 5 from the coronal plane.

Experiments on FeTA 2021 test data
In this subsection, the 10-fold cross-validation experi-
ments are carried out on the FeTA 2021 training data. 
That is, the FeTA 2021 training data are randomly 
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Fig. 3 Visualization comparison of segmentation results from the axial plane of our nnU-Net and other peer models on fetal brain MR images from 
test subset

Fig. 4 Visualization comparison of segmentation results from the sagittal plane of our nnU-Net and other peer models on fetal brain MR images 
from test subset
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partitioned into 10 subsets, and one subset is selected 
as the validation subset, and the rest 9 subsets are used 
as the training subset to train our improved nnU-Net 
model, till each one among 10 subsets has been selected 
as the validation subset. The average results of the 10 
validation subsets are the result of the 10-fold cross-
validation experiment. Table  7 displays the results of 
the 10-fold cross-validation experiment of the nnU-Net 
adjusted in this paper on the FeTA 2021 training data. 
The 10 models trained on the FeTA 2021 training data 
are then used jointly to predict the segmentation results 
for each fetal brain MR image in the FeTA 2021 test data. 
To improve the segmentation accuracy, TTA (Test Time 
Augmentation) technique is applied to mirror all of the 
axial directions. Table 8 shows the segmentation results 
of seven types of brain tissues of FeTA 2021 test data by 
our nnU-Net adapted in this paper. The segmentation 
results of the improved nnU-Net model’s in this paper 

and that of the other teams’ methods within top 12 for 
FeTA 2021 test data are compared in Table  9. The bold 
fonts in Table 9 mean the optimal results of the specific 
metric.

The average experimental results in Table  7 of the 
10-fold cross-validation experiments of our nnU-Net 
method on FeTA 2021 training data demonstrate that this 
nnU-Net can achieve good segmentation results on WM, 
VT, CB, DGM, and BS fetal brain tissues, with Dice over 
0.84. However, its segmentation results on eCSF and GM 
fetal brain tissues are not comparatively good, with Dice 
less than 0.8 but above 0.74. The best Dice of 0.914 is 
obtained by our adapted nnU-Net model when segment-
ing the WM tissue of the fetal brains while the worst Dice 
of 0.742 is obtained for segmenting the GM tissue of the 
fetal brains.

The segmentation results in Table 7 also show that the 
nnU-Net adapted in this paper has obtained the best 

Fig. 5 Visualization comparison of segmentation results from the coronal plane of our nnU-Net and other peer models on fetal brain MR images 
from test subset

Table 7 The average results of 10-fold cross-validation experiments of our nnU-Net on training data of FeTA 2021

Metrics eCSF GM WM VT CB DGM BS Average±σ

Dice 0.794 0.742 0.914 0.886 0.878 0.867 0.843 0.846± 0.120

HD95 19.161 15.907 13.870 10.773 8.278 7.994 9.165 12.164± 10.022

VS 0.922 0.959 0.979 0.968 0.944 0.940 0.943 0.951± 0.084
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HD95 of 7.994 when segmenting the DGM fetal brain 
tissue, and the worst HD95 of 19.161 for segmenting the 
eCSF fetal brain tissue. This indicates that there are much 
variations in the segmentation results of our nnU-Net 
in terms of HD95 in segmenting the seven types of fetal 
brain tissues in MR images.

It can be seen from the results in Table 7 that there is 
little difference in the segmentation results of the nnU-
Net adapted in this paper on seven types of fetal brain 
tissues in terms of VS metric. The best result is obtained 
for segmenting the WM fetal brain tissue with the VS of 
0.979 while the worst is for segmenting the fetal brain tis-
sue of eCSF, with the VS of 0.922.

The results in Table 7 on the FeTA 2021 training data 
also show that the nnU-Net adapted in this paper can 
obtain good segmentation results in terms of Dice, HD95, 
and VS. The average 10-fold cross-validation experimen-
tal segmentation results of seven types of brain tissues 
are 0.846, 12.164 and 0.951, respectively, in terms of Dice, 
HD95, and VS.

The average segmentation results in Table  8 of the 
10 models of 10-fold cross-validation experiments on 
FeTA 2021 test data show that the average segmenta-
tion results of our nnU-Net on seven types of fetal 
brain tissues are 0.774, 14.699, and 0.875 in terms of 
Dice, HD95, and VS, respectively. The segmentation 

results of our nnU-Net on the FeTA 2021 test data are 
more stable in terms of Dice and VS than that in terms 
of HD95.

Comparing the results in Tables  7 and 8, it can be 
found that in segmenting CB, DGM, and BS fetal brain 
tissues, the prediction results of our nnU-Net on FeTA 
2021 test data are significantly different from the aver-
age results of 10-fold cross-validation experiments on 
FeTA 2021 training data. The segmentation results for 
CB, DGM, and BS fetal brain tissues on FeTA 2021 test 
data is much worse than that on FeTA 2021 training 
data.

In addition, The average segmentation results of the 
10-fold cross-validation experiments of our nnU-Net on 
FeTA 2021 training data are better than that on FeTA 
2021 test data when segmenting the six types of fetal 
brain tissues including eCSF, GM, WM, CB, DGM and 
BS, but it is not true when segmenting the VT fetal brain 
tissue. Our nnU-Net obtained better results on FeTA 
2021 test data than that on FeTA 2021 training data when 
segmenting VT tissue of fetal brain MR images in terms 
of Dice metric.

Furthermore, the average results of our nnU-Net 
for segmenting seven types of fetal brain tissues of MR 
images in FeTA 2021 test data are not as good as that of 
it for the images in FeTA 2021 training data. The variance 
of our nnU-Net on FeTA 2021 training data is also less 
than that of it on FeTA 2021 test data. This fact demon-
strates that the MR images of the fetal brains in the FeTA 
2021 test set are quite different from that in the FeTA 
2021 training set, and also demonstrates that the gener-
alization capability of our nnU-Net model needs improv-
ing further.

The segmentation results of the Top 12 teams partici-
pating in FeTA 2021 Challenge in Table 9 show that there 
is a great difference between the results of each team’s 
method in terms of HD95, with the best of 14.012 and the 
worst of 21.329, while there is little difference between 
the results of different teams’ in terms of Dice and VS. In 
terms of Dice and HD95, NVAUTO team’s model is supe-
rior to that of other teams’ for segmenting seven types of 
fetal brain tissues of FeTA 2021 test data, with the Dice 
of 0.786 and HD95 of 14.012, respectively. Although 
ichilove-ax team achieved the best result in terms of VS 
of 0.888 for segmenting seven types of fetal brain tissues 

Table 9 Comparison of segmentation results between our 
nnU-Net and other teams on FeTA 2021 test data

Bold values indicate the best results of the specic metric on the specific tissue 
among all models

Teams Dice HD95 VS

NVAUTO 0.786 14.012 0.885

SJTU_EIEE_2-426Lab 0.775 14.671 0.883

our nnU-Net 0.774 14.699 0.875

Hilab 0.774 14.569 0.873

Neurophet 0.775 15.375 0.877

davoodkarimi 0.771 16.755 0.882

2Ai 0.767 14.625 0.867

xlab 0.771 15.262 0.873

ichilove-ax 0.766 21.329 0.888
TRABIT 0.769 14.901 0.866

ichilove-combi 0.762 16.039 0.873

muw_dsobotka 0.765 17.159 0.874

Table 8 Segmentation results of our nnU-Net on FeTA 2021 test data

Metrics eCSF GM WM VT CB DGM BS Average±σ

Dice 0.744 0.698 0.896 0.895 0.767 0.705 0.715 0.774± 0.182

HD95 24.350 15.673 14.769 11.389 7.692 13.115 15.902 14.699± 10.049

VS 0.856 0.962 0.967 0.959 0.806 0.746 0.827 0.875± 0.182
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of FeTA 2021 test data, its performance is the worst in 
terms of HD95, and is also not good in terms of Dice.

Considering the Dice, HD95, and VS metrics used 
by FeTA 2021 challenge, our nnU-Net achieved good 
results and ranked the third in FeTA 2021 Challenge. The 
NVAUTO and SJTU_EIEE_2-426Lab teams ranked the 
first and the second, respectively.

Conclusions
This paper adapted the nnU-Net to segment seven 
types of fetal brain tissues, including external cerebro-
spinal fluid, gray matter, white matter, ventricle, cere-
bellum, deep gray matter, and brainstem, based on the 
MR images from normal and pathological fetal brains.

The extensive experiments were conducted to test the 
segmentation capability of the improved nnU-Net. The 
experimental results of our nnU-Net were compared to 
that of the peers and the methods participating in FeTA 
2021 challenge.

The results of each model for segmenting the eCSF 
and GM tissues are not as good as that for segment-
ing the other five types of fetal brain tissues, due to the 
complex shape structure of these two types of tissues 
and the large variation in the shapes.

In addition, the overall segmentation results of each 
segmentation model for the pathological fetal brains 
are not as good as that for the normal fetal brains, 
except for the segmentation results of the fetal brain 
VT tissue, which may be caused by the fact that the 
morphologies of the pathological fetal brains are always 
quite different to that of the normal fetal brains.

Furthermore, the average segmentation results of 
10-fold cross-validation experiments of our adapted 
nnU-Net on FeTA 2021 training data are better than 
that on FeTA 2021 test data, except for that on VT tis-
sue of fetal brains.

Compared with the typical and the latest methods, 
our adjusted nnU-Net in this paper can obtain accurate 
and robust results in segmenting the normal and patho-
logical fetal brain tissues based on MR images.

However, the average segmentation results of our 
nnU-Net on FeTA2021 test data is only 0.774 in terms 
of Dice, which is much less than 0.8, and much less 
than its performance on FeTA 2021 training data with 
the Dice of 0.846. Therefore, we need further improve 
our nnU-Net by changing its structure or experiment 
design or propose a more appropriate loss function, so 
as to improve its segmentation capability and the gen-
eralization for segmenting the fetal brain tissues. This is 
our future work.
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