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Abstract

In intensive longitudinal studies using ecological momentary assessment (EMA), mood is 

typically assessed by repeatedly obtaining ratings for a large set of adjectives. Summarizing 

and analyzing these mood data can be problematic because the reliability and factor structure of 

such measures have rarely been evaluated in this context, which—unlike cross-sectional studies—

captures between- and within-person processes. Our study examined how mood ratings (obtained 

thrice daily for 8 weeks; n = 306, person moments = 39,321) systematically vary and covary in 

outpatients receiving medication for opioid use disorder (MOUD). We used generalizability theory 

to quantify several aspects of reliability, and multilevel confirmatory factor analysis (MCFA) to 

detect factor structures within and across people. Generalizability analyses showed that the largest 

proportion of systematic variance across mood items was at the person level, followed by the 

person-by-day interaction and the (comparatively small) person-by-moment interaction for items 

reflecting low arousal. The best-fitting MCFA model had a three-factor structure both at the 

between- and within-person levels: positive mood, negative mood, and low-arousal states (with 

low arousal considered as either a separate factor or a subfactor of negative mood). We conclude 

that (1) mood varied more between days than between moments, and (2) low arousal may be worth 
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scoring and reporting separately from positive and negative mood states, at least in a MOUD 

population. Our three-factor structure differs from prior analyses of mood; more work is needed to 

understand the extent to which it generalizes to other populations.
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Introduction

Investigators now routinely use experience-sampling methods such as ecological momentary 

assessment (EMA) to capture experiences as they unfold in near real time (e.g., Shiffman, 

2009). This approach enables the temporal examination of a person’s self-reported 

experience with a particular event (e.g., mood before a drug-use event) to be examined when 

and where it occurs. The data derived from EMA, sometimes called intensive longitudinal 

data (ILD), can then be examined with statistical methodology such as multilevel modeling 

to help disentangle within-person associations from associations at the between-person level 

(Hox et al., 2017). This exciting new approach has aided in uncovering within-person 

associations of self-reported experiences and health outcomes, and has simultaneously raised 

fundamental questions about how to optimally develop EMA measures, which must be 

brief yet still capture moment-to-moment variability reliably (McNeish et al., 2021). Two 

analytical techniques, multilevel confirmatory factor analysis (MCFA) and generalizability 

theory (G-theory), are ideal for informing measurement development in ILD, because they 

elucidate the factor structure and quantify the reliability of instruments from which ILD data 

are collected. The present investigation highlights the utility and complementary aspects of 

these two analytical techniques and simultaneously provides new substantive insights into 

the assessment of mood among people with opioid use disorder (OUD). We begin with 

background on the assessment of mood, including among people with addictions, and on 

G-theory and MCFA.

Assessment of mood

Moods1 are central to human experience and are associated with cognitions, health, and 

health behaviors (e.g., Burgess-Hull & Epstein, 2021; Denollet & De Vries, 2006; Forgas, 

2008; Steptoe et al., 2005)—yet much about mood remains controversial, including how 

to conceptualize its components. One of the most widely used conceptualization—which 

is sometimes described as the mood circumplex—posits that mood experiences exist along 

two continuums: a low-arousal to high-arousal continuum, and an unpleasant to pleasant 

continuum (valence) (Russell, 1980). Moods are also conceptualized and operationalized 

based on positive and negative valence only (Watson et al., 1988). Regardless of the 

1In this paper, we use the terms mood and affect interchangeably. Both terms refer to valenced emotional states. Some investigators 
distinguish mood from affect; the nature of the distinction can vary, but often it reflects a conceptualization of affect as an 
outwardly observable state and mood as a subjectively reported state (Serby, 2003). All data discussed in this paper (including 
those from measures such as the Positive and Negative Affect Schedule) refer to subjectively reported states. Nonetheless, we use the 
abbreviations PA (Positive Affect) and NA (Negative Affect) because they have become standard in literature on mood.
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specific assessment tool, or specific item(s), mood is typically assessed as a state or 

as a trait tendency toward particular mood states. These tendencies in some cases can 

inform psychiatric diagnoses (e.g., major depressive disorder, bipolar I and II disorders) and 

provide information regarding patient well-being and risk for worsening symptomology. For 

addiction, for example, mood states are not explicitly part of the of the diagnostic criteria, 

but they can serve as important indicators of patient experience and inform risk or protective 

factors in addiction recovery (Panlilio et al., 2019; Preston et al., 2018a; Preston et al., 

2018b).

Instruments used to capture mood in the context of ILD, however, have been informed 

almost exclusively by questionnaires developed to assess mood on a single measurement 

occasions; this measurement occasion is typically in a laboratory or clinical outpatient 

settings (e.g., Shacham, 1983; Watson et al., 1988). The measurement properties of 

such mood-assessment tools have received very little scrutiny in the context of ILD, 

but we believe that such work is greatly needed to disambiguate sources of error from 

systematic variance that is substantively informative at the within- and between-person 

levels. Specifically, understanding how variance in mood may be captured with EMA 

study-design units of measurement (persons, days, and moments). In addition, capturing 

the factor structure of mood at the within- and between-person levels from EMA data can 

help inform a parsimonious selection of items that best capture mood valence, and will 

determine whether specific aspects of mood are better assessed as states, traits, or both. 

Together, understanding mood variance across units of measurement and its factor structure 

may help to optimize the ambulatory assessment of mood in many populations, including 

people with OUD.

Generalizability theory

Generalizability theory (G-theory; (Shavelson & Webb, 1991)) is a statistical approach used 

for differentiating variance in measurement scores based on underlying facets (i.e. sources 

of underlying variability). Facets can be operationalized as features of the study design 

such as people, items, or measurement occasions. Importantly, G-theory also specifies 

interactions among these facets, reflecting effects of one facet that depend on the level of 

another facet. For example, a person’s response to a particular item may depend on person-

specific characteristics (e.g., age, sex) and when the item is presented (e.g., weekend vs. 

weekday). G-theory offers the major advantage of differentiating each facet’s contribution 

to measurement error, whereas, in classical test theory, measurement error is a sum of all 

sources of error irrespective of its source.

G-theory has been helpful for developing measures that differentiate between states and 

traits, as has been shown, for instance, in the measurement of anxiety and mindfulness 

(Forrest et al., 2021; Medvedev et al., 2017). G-theory has also been used with daily-diary 

data to help understand how variance in mood scores is attributable to differences in people, 

days, items, and their interactions (Scott et al., 2020). Daily-diary designs offer the unique 

benefit of capturing changes in mood states across days and capturing stable between-person 

patterns perhaps analogous to mood traits. Between-person mood scores can be derived from 

daily-diary data based on averages of mood from many assessment occasions; this approach 
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helps minimize recall bias and has the psychometric benefit of more reliable between-person 

estimates (Cranford et al., 2006). Among people with addiction, clarifying mood traits can 

inform who is at elevated risk for problematic outcomes such as drug craving or substance 

use, and can identify the moments or days when the outcomes are more likely. However, 

a critical, but often overlooked step before investigating covariance between moods and 

outcomes is to first understand how variance in mood items manifests across different units 

of measurement commonly assessed in EMA studies: people, days, moments, and their 

interactions. For example, if variance is greater between days than between moments, this 

may suggest fluctuations in mood are more closely linked with the day of the week or 

day of the study than a particular moment in a day. Additionally, if some items show little 

variability across moments or days, that might suggest an insensitivity that would argue 

against using the item in future studies.

Multilevel factor analysis

As discussed previously, the development of mood measures has been almost exclusively 

based on cross-sectional data. These measures provide a single assessment of a mood 

state or a general assessment of mood-related traits; they do not allow for the statistical 

disentangling of state from trait and can conflate the two. Although useful for between-

person investigations, cross-sectional designs do not permit estimates of within-person 

variability; further, between-person estimates of traits are confounded with within-person 

variability (Hoffman & Stawski, 2009). To appropriately capture and separate variance 

from both mood states and traits, measures need to be appropriate for intensively 

repeated administration. In ILD, the between-person structure indicates how item clustering 

differentiates individuals from one another, whereas the within-person structure indicates 

how item clustering may differentiate moments (or days) from one another. Only a handful 

of studies have explored the factor structure of mood in repeated-measures data.

Exploration of mood factor structure with repeated measures has already begun for one 

frequently used instrument, the Positive and Negative Affect Schedule (PANAS) (Watson 

et al., 1988), with two investigations using multilevel confirmatory factor analysis on 

daily-diary PANAS data from nonclinical adult samples. One daily-diary study, with five 

PANAS measurement occasions, found correlated positive and negative mood factors at 

the between- and within-person day levels (Merz & Roesch, 2011). Another study, which 

included two samples administered the PANAS on 7 or 14 occasions, also found positive and 

negative mood factors at the between- and within-person day levels (Rush & Hofer, 2014). 

These investigators found that positive and negative mood were inversely correlated at the 

within-person day-level but independent at the between-person level. This was an important 

step forward for measuring mood with ILD, but the factor structure of mood should be 

investigated across more measurement occasions and in other samples, particularly where 

there is reason to believe that mood variance and/or factor structure may be different 

for people with psychiatric disorders (e.g., Trull et al., 2008). For example, people with 

addictions may have elevated negative mood and reduced positive mood, with important 

implications for the variance and covariance of mood items (Baker et al., 2004; Garfield et 

al., 2014; Stull et al., 2021).
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Particular aspects of mood may be more salient for people with addiction, such as the 

intensity or frequency of low- or high-energy moods. Apart from the psychomotor stimulant 

or sedative effects of drug use itself, people with psychiatric disorders sometimes deny 

experiences of negative moods but report feelings of fatigue or malaise; sometimes lower 

positive moods can be mistaken or conflated with feelings of lethargy (Billones et al., 

2020; Chen, 1986). For these reasons it is important to more fully understand the factor 

structure of mood for people with addictions, including those with OUD, because issues 

with reduced positive moods and/or lower energy in this population may be especially 

prominent (Garfield et al., 2014; Stull et al., 2021) and may confer risk for negative 

outcomes such as return to use or addiction treatment dropout (Panlilio et al., 2019).

Study Aims

The present study has two aims: (1) to apply G-theory to capture systematic between-person 

and within-person sources of variance in mood at three nested levels (person, day, and 

moment of assessment within day) among people with opioid use disorder and (2) to 

apply multilevel confirmatory factor analysis (Muthén, 1991; Preacher et al., 2010) for 

examination of the factor structure of mood in this population at each relevant nested level.

Method

Sample

The sample consisted of 306 participants who were receiving outpatient treatment 

with opioid agonist medication (51% receiving methadone, 49% receiving buprenorphine-

naloxone). The participants were predominately male (78%) and African American (64%) 

(about a third were white (34%) and a small proportion were Asian or more than one race 

(2%). A small proportion of the sample (2%) were Hispanic or Latinx. The average age 

was 48 years (SD = 10.0). Greater detail regarding the participant clinical and demographic 

characteristics can be found elsewhere (Panlilio et al., 2021). Eligibility criteria were: age 

18–75 years; physical dependence on opioids; and residence in or near Baltimore, Maryland. 

Exclusion criteria were: any DSM-IV psychotic disorder; history of bipolar disorder; current 

major depressive disorder; current DSM-IV dependence on alcohol or sedative-hypnotics; 

cognitive impairment severe enough to preclude informed consent or valid self-report; or 

medical illness that would prevent participation. All study procedures were approved by the 

Addictions Institutional Review Board of the National Institutes of Health.

Procedure

Data were drawn from an observational ecological momentary assessment (EMA) study 

investigating the relationships among mood/affect, stress, craving, and drug use in patients 

in outpatient treatment for opioid use disorder (OUD). (The study was registered as 

a clinical trial in accordance with NIH requirements; National Clinical Trial Identifier 

NTC00787423.) The study was a long-term project, with enrollment from July 2009 through 

April 2018, though each participant was only enrolled for up to nine months. Recruitment 

took place in three waves, where participants received opioid agonist medication (naloxone-

buprenorphine or methadone) from the study treatment-research center or at a local 

community treatment clinic. Each wave differed in their length of time in the study, but 
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the data presented here are from the first eight weeks (56 days) of outpatient treatment. 

All participants who completed at least two EMA responses were included in analysis. 

Participants visited the treatment-research clinic two or three times per week to provide 

urine samples for drug testing, receive counseling for OUD, and for compliance checks 

with the smartphones that were provided. Participants completed questionnaires delivered 

to their smartphones three times per day at randomly scheduled times during their normal 

waking hours (i.e., “random prompts”). Research staff met with participants weekly to 

answer questions about smartphone-based assessments and to review compliance for the 

prior week. If participants had missed no more than three random prompts that week, they 

received $10-$30 (depending on the study wave). The mean number of random prompts 

completed during the first 8 weeks of outpatient treatment was 126.90 (SD=43.42). Nearly 

80% of participants completed EMA reports throughout the first 8 weeks of outpatient 

treatment and only 4% of participants provided less than a week of EMA reports. Overall, 

the mean proportion of random prompts completed was .82, (SD =.14), with participants 

completing, on average, 2.46 prompts per day (SD=.42). Participants also self-initiated 

reports following drug use and more-than-usual stress and completed end-of-day reports. 

None of these assessments were analyzed in the present study; they have been the subject 

of prior publications (Burgess-Hull et al., 2021; Furnari et al., 2015; Preston et al., 2017; 

Preston et al., 2018b).

Measures

Demographic and Clinical Assessment—Upon joining the study, participants 

completed version 5 of the Addiction Severity Index (ASI) (McLellan et al., 1985), a 

semistructured interview that assessed demographic information (e.g., sex, race, ethnicity, 

and age) and history of drug use, mental-health issues, criminal-justice involvement, social 

support, and employment.

Ecological Momentary Assessment—In the smartphone-based random prompts, 

participants were asked to rate their mood/affect for how they felt “just before the electronic 

diary beeped” based on 24 affect adjectives adapted from the Positive and Negative Affect 

Schedule (PANAS) (Watson et al., 1988). These items were intended to assess a broad 

range of positive and negative affect. Positive affect (PA) items were feel like celebrating, 
happy, lively, cheerful, relaxed, vigorous, contented, pleased, and carefree; negative affect 

(NA) items were anxious, fatigued, worn out, annoyed, sleepy, afraid, discouraged, resentful, 
hopeless, bored, uneasy, sad, exhausted, angry, and on edge. Responses ranged from 1 (not 
at all) to 5 (extremely).

Statistical Analyses—We computed means and percentages to describe the clinical 

and demographic characteristics of the sample and estimated the person-level means and 

overall means and standard deviations of each PANAS item. Next, we computed the 

intraclass correlation coefficients (ICCs) for each PANAS item using separate linear mixed 

models. The ICC captures the proportion of between-person variability relative to the 

total variability. To address our first aim of identifying systematic sources of variance 

due to study design variables, we used G-theory (Shavelson & Webb, 1991). G-theory is 

analogous to a factorial analysis of variance (ANOVA) in that variation is partitioned to 
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underlying sources, also referred to as facets, which refer to features of a study design. 

The current study included facets for person, day number (day categories of 0-56 for 

each person), and moment (moment categories 1-3 from random prompts within each 

day). In our results, we interpret these as the amount (and relative proportion) of variance 

explained by each facet. For example, the main effect for the momentary facet captures 

whether ratings of mood consistently depended on it being the first, second, or third random 

prompt of the day (across all persons and days). A Venn diagram of the mood-variance 

decomposition consistent with our analyses is provided in Figure 1. The center of the Venn 

diagram represents the three-way interaction of person, day, and moment, along with any 

remaining variance unexplained by the main effects or interactions of the design features. In 

preliminary analyses, we found that the variance explained by the three-way interactions for 

all individual mood items was negligible. Because these three-way interactions were small 

and confounded with the error term, we simplified our models by removing this term. Thus, 

items were modeled separately with the following predictors: person, moment, day, and all 

possible two-way interactions. Variance in the mood items not explained by our predictors 

included random error variance, and likely systematic sources of variance other than the 

facets we included in our models. Analyses were conducted using PROC VARCOMP with 

the MIVQUE0 method, which allows variance-decomposition models to be estimated with 

missing data on outcomes assumed to be missing at random (SAS Institute, 2014).

To address our second aim of examining the factor structure of the affect items both between 

persons and within persons across moments, we used multilevel confirmatory factor analysis 

(MCFA), which allows the factor structure at multiple levels to be estimated simultaneously 

(Muthén, 1991; Preacher et al., 2010). At each level, factors were allowed to correlate unless 

specified otherwise.

Y ijk = ν + λwmηijk + εijk + λwdηij + εij + λbηi + εi

where Yijk is a p-dimensional vector of the assessed item for a given individual i on a 

given day j and moment k; p denotes the number of indicators used (i.e. affect items) and 

v is the p-dimensional vector of intercepts. Let q represent the number of latent variables. 

λwm represents the p x q momentary-level factor loadings matrix, λwd represents the p 
x q within-person day-level factor loadings matrix, and λb represents the p x q between-

person factor loading matrix. Further, ηijkrepresents the momentary-level latent variable, ηij 

represents the day-level latent variable, and ηi represents the person-level latent variable. 

Variance for the p-dimensional vectors unique to each indicator is represented as εijk for the 

momentary-level factor, εij for the day-level factor, and εi for the person-level factor.

To quantify the discrepancy between the estimated model and the observed data, we used 

several model-fit statistics: the chi-square test statistic (χ2), the Tucker-Lewis index (TLI), 

the root-mean-square error of approximation (RMSEA), and the standard root-mean-square 

residual (SRMR). We did not rely heavily on the chi-square statistic for model evaluation 

because it can be particularly sensitive to small deviations in model fit with large samples 

(Kline, 2016). We used the TLI and RMSEA as indicators of model fit overall, and the 

SRMR for model fit separately at the different levels. For the TLI, values >0.90 indicate 
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reasonable fit given large samples. For RMSEA and SRMR, values <0.08 are commonly 

used as indicators of adequate model fit. For more on the performance of fit indices given 

the sample size and the consideration of multiple fit indices simultaneously, see Hu and 

Bentler (1999). We used these fit indices along with theoretical reasoning outlined in the 

introduction (e.g., circumplex vs. valence only) to evaluate CFA models with 2-4 factors at 

the within- and between-person levels.

The affect indicators were Likert-style questions with five possible response options, which 

we treated as continuous in all analyses. We attempted to fit multilevel factor models 

with Likert responses treated as ordinal, but had to forgo that approach due to software 

and computation limitations. Such limitations are not uncommon when fitting complex 

multilevel factor models with ordinal data, which can lead to unstable factor solutions 

(Grilli & Rampichini, 2007). Prior simulation studies of confirmatory factor analyses 

have demonstrated that ordinal items with five or more response options generally yield 

comparable results whether treated as ordinal or continuous (Rhemtulla et al., 2012). 

Ultimately, our decision to treat Likert items as continuous was consistent with the approach 

taken in two prior MCFAs of the PANAS (Merz & Roesch, 2011; Rush & Hofer, 2014); 

this came with the added benefit of making our results more easily comparable to this prior 

work.

This study was part of a larger observational study (CTN NCT00787423; internal protocol 

number 09-DA-N020), but the specific design and hypotheses of this particular study were 

not preregistered. The data and study materials are available upon request from the author.

Results

Descriptive Information and ICCs

Individual PA items generally had larger means and standard deviations than NA items, 

ranging from the highest mean for relaxed (M = 2.11, SD = 0.76) to the lowest mean for 

afraid (M = 1.09, SD = 0.20) (see Figure 2; Tables 1 and 2). ICCs were greater for all PA 

items compared to NA items, ranging from the highest for pleased (0.58, indicating that 

most of the variability was between-person) to the lowest for angry (0.21, indicating that 

most of the variability was within-person) (Tables 1 and 2 Correlations of mood items were 

investigated as well, with clusters of mood items tending to occur for NA and PA at both 

person- and momentary-levels. Low-arousal mood items (e.g., “sleepy”, “fatigued”) were 

also highly correlated, particularly at the momentary level. (See Supplemental Figures 1 and 

2 for person- and momentary-level correlation matrices).

Variance Decomposition of EMA PANAS Items

Results for the PANAS variance decomposition, shown as the proportion of variance 

explained by each facet (persons, days, moments and their two-way interactions) are 

presented in Table 1 for PA items and Table 2 for NA items. Most apparent is the large 

proportion of person-level variance among all PANAS items: differences across participants 

explained between 49.2% and 60.9% of the variance of the PA items, and between 17.4% 

and 39.4% of variance for the NA items. The percent of variance explained by the person 
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by day interaction was the second largest for all mood items (Table 1 and Table 2). This 

suggests that, within person, fluctuations across days explain between 9.8% (cheerful) and 

22.8% (sad) of the variance in mood (above and beyond person alone, and above and beyond 

any person-invariant trend across days in the study). The remaining facets (day, moment, 

day*moment, and person*moment) typically explained <1% of variance in the mood items. 

A notable exception was the person by moment interaction for the items that captured 

low-arousal moods, including sleepy, worn out, tired, and exhausted. Within persons, the 

variance in low-arousal items varied by moment of the day. The highest percentage of 

unexplained variance was for the item angry (64%); the lowest was for carefree (28%). (See 

Online Supplemental Figure 3 for a graph of the variance decomposition for each mood 

item.)

Multilevel confirmatory factor analysis (MCFA) of EMA PANAS items

We hypothesized two separate, correlated latent factors—PA and NA—at the person-, day-, 

and momentary- levels (Merz & Roesch, 2011; Rush & Hofer, 2014). Because our data had 

three levels of nesting (moments nested within days, and days nested within participants), 

we first fit an MCFA model with a three-level factor structure (Model 1). We specified two 

factors, one for PA and one for NA with simple structure (i.e., no cross-loadings of items 

onto both factors) at each level. Model-fit indices were overall quite poor, with a particularly 

poor SRMR fit statistic at the day level (0.384).

We next fit an MCFA model in which we still accounted for the three-level structure, but 

aimed to improve the fit by reducing complexity. This model again included two correlated 

factors (PA and NA), each specified at the person level (level 3) and the moment level 

(level 1) but not the day level (level 2), though we continued to account for correlations at 

the day level. The model-fit indices again were generally poor (Table 3; Model 2) and the 

SRMR between-level statistic for day-level was large (0.121), which again suggested that 

accounting for the nesting structure at the day-level may not be advantageous for improving 

model fit.

For our third model, we removed the day-level structure and simply modeled moments 

nested within people (Table 3; Model 3). Because model fit did not substantially worsen, 

we chose to remove the day-level factor model for subsequent models in the interest of 

parsimony. Loadings onto the NA factor were low for tired, sleepy, exhausted, and fatigued, 
particularly at the within-person level, suggesting that a separate factor might be needed 

to explain the variance in these low-arousal items, consistent with theory described in the 

introduction.

Model 4 tested a correlated, simple three-factor structure with PA, NA, and low-arousal 

factors at the within-momentary and between-person levels (with no cross-loadings 

specified), substantially improving all fit indices (Table 3; Model 4).2

2Because prior studies have shown factor analysis is sometimes inadequate for capturing bipolar factors, we performed diagnostic 
checks outlined by van Schuur and Kiers, 1994 to test for this possibility. Our diagnostic checks did not provide evidence that our 
factor analysis obscured bipolar factors.
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We then further refined Model 4 (Table 3; Model 4a), first to align with prior theoretical 

work and account for unique covariances between particular items. Specifically, items from 

the low-arousal factor were specified to cross-load on the NA factors (and these factors were 

uncorrelated) at both the between-level and person-level factor structure (Table 3; Model 

4a) to be consistent with prior theoretical work suggesting that stress and fatigue may be 

separate but interrelated factors (Denollet & De Vries, 2006). Thus, the low-arousal factor 

was specified as a subfactor of NA (with the NA and Low Energy factors specified to be 

uncorrelated). Specifying low energy as a subfactor was important conceptually for allowing 

its items to load onto the NA factor while also allowing it to remain distinct to account for 

the unique covariance among low-arousal items. This updated model resulted in a negligible 

improvement in model fit, but had the advantage of greater interpretability.

We next inspected the modification indices of Model 4a to see whether any particular 

items shared unique variance not specifically explained by the factors. We found that 

angry with annoyed for the NA factor, and pleased with contended for the PA factor, 

had substantially large modification indices at the within-person level (MI = 983.403 and 

632.249, respectively); thus, these residual covariances were added in Model 4b. Fit of 

Model 4b improved further (TLI = 0.902, RMSEA = 0.017, SRMR between = 0.059, and 

SRMR within = 0.037). Thus, we selected Model 4b to represent the final multilevel factor 

structure. The factor structure and standardized factor loadings for Model 4b are shown 

in Figure 3. Finally, for completeness, we estimated a 4-factor model to test whether the 

low-arousal factor might reflect activation/deactivation consistent with the four quadrants 

of a circumplex model of affect, with four unipolar factors at the within-momentary and 

between-person levels. The four factors were low- and high-arousal PA and low- and high-

arousal NA. The fit statistics for this model were the poorest of all models tested (Table 3; 

Model 5).

Discussion

For our G-theory investigation, we studied the individual items to explore how facets of 

our design might explain unique variance within each mood item. Our initial descriptive 

analyses indicated that some items varied differently from one another even if they were 

included in the same valence/activation category of the PANAS (e.g., the positive-valence, 

high-arousal items celebrating and happy). However, the variance decomposition (including 

persons, days, moments, and their interactions) showed largely consistent patterns across 

positive and negative moods, with variance at the person level accounting for the largest 

amount of variance across facets. This underscores the importance of considering person-

level characteristics when measuring mood, for which some variance will usually be related 

to traits and/or stable environmental factors for each person. For example, comorbidities 

such as major depressive disorder and generalized anxiety disorder significantly impact 

mood and are more prevalent among people with OUD than in the general population; the 

potential presence of these disorders in our sample could be one explanation for the large 

proportion of mood explained at the person level. Consistently, the next largest proportion 

of variance was explained by the person-by-day interaction. This pattern was especially 

pronounced for negative mood items, suggesting that variance in negative mood for certain 

people may be particularly dependent on the type of day (e.g., weekdays versus weekends). 

Stull et al. Page 10

Psychol Assess. Author manuscript; available in PMC 2023 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



For people with addictions, days with structured vs. unstructured time (e.g., work vs. non-

work days) have been shown to have protective (greater PA) and deleterious impacts on 

mood (greater NA) (Bertz et al., 2022; Epstein & Preston, 2012). This may be one, among 

potentially many, explanations for how the person-by-day variability in mood is unique for 

people with addiction. Interestingly, the facet capturing the person-by-moment interaction 

was smaller than the person and person-by-day facets—except for low-arousal mood states 

(e.g., sleepy and fatigued). This is likely because certain moments, for certain people, are 

more conducive to low arousal (likely just after waking up or just before going to bed). 

It is also important to note that a large proportion of variance was unexplained in our 

models. The highest percentage of unexplained variance was for the item angry (64%); the 

lowest, for carefree (28%). This unexplained variance not only includes measurement error, 

but also likely systematic influences from substantively meaningful sources not included 

in our models. Substantively meaningful sources may include aspects of persons, days, or 

moments known to influence mood; for example, a particular sensitivity to stressful events, 

the experience of multiple stressors within a day, and/or an experience of an acute stressor in 

a given moment, could independently and perhaps synergistically explain large proportions 

of variance in mood.

Relatedly, our finding that there was little or no variance within the main effect of moments 

does not suggest that variance is absent at moments in general; variance exists at the 

momentary level, but our results suggest it is unrelated to the ordering of our random EMA 

prompts.

To capture both the between- and within-person factor structure of mood in our OUD 

patients, we conducted a confirmatory multilevel factor analysis. Prior factor analyses have 

looked only at the between- and within-person factor structure of mood using daily data. 

These day-level factor analyses found a factor structure consistent with the PANAS—two 

factors, representing of positive and negative mood—at both the between- and within-person 

levels (Merz & Roesch, 2011; Rush & Hofer, 2014). However, it was important to test 

whether this factor structure would replicate at the within-person momentary level, because 

mood is a transient experience that is likely to be obscured if only assessed at the day level.

We found the best-fitting model to be one with three factors at the between-person and 

within-person momentary levels: positive, negative, and low-arousal mood factors. We 

further updated this model to capture the covariance between negative mood and low-arousal 

moods and the covariance of specific positive and negative mood items at the within-person 

level. Specifying low-arousal mood as a subfactor of negative mood slightly improved 

model fit, but was most consistent with a prior study showing that negative moods can 

include a low-arousal factor (Denollet & De Vries, 2006). The covariance between angry 
and annoyed for negative mood, and covariance between pleased and contented for positive 

mood, improved model fit, and also pointed to partial redundancy that could be reduced 

to ease participant burden in future EMA work. Although the reduction in item count (and 

associated burden) in this case would be relatively modest, such data-driven approaches 

could help rationalize questionnaire optimization more generally, including cases such as 

this where most items are shown to be non-redundant. Our approach comes with the 

caveat that our covariance specifications between these pairs of items were conducted 
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post hoc. Ideally, the findings from this data-driven approach would be specified a priori 
and supported by subsequent results to provide stronger support for our findings. Prior to 

arriving at this final model, we explored a factor structure more consistent with a circumplex 

model (PA and NA along with low and high arousal). The circumplex model was developed 

to depict valence and arousal as two bipolar factors, such that the states at either extreme 

(such as happiness and sadness, for valence) cannot be experienced simultaneously (Russell 

& Carroll, 1999). Subsequent evidence has generally pointed toward the existence of 

ambivalent states (Dejonckheere et al., 2021; Larsen & McGraw, 2011; Rafaeli & Revelle, 

2006) and, in people with addictions, a connection between ambivalent states and craving or 

return to use (Menninga et al., 2011; Veilleux et al., 2013). As a result, we chose to test a 

circumplex-like structure of affect in terms of its four quadrants, eliminating the assumption 

that positive and negative moods cannot coexist: we treated each quadrant as unipolar. This 

resulted in the poorest fit at the between- and within-level for the SRMR, perhaps because 

arousal (unlike valence) might be better treated as a bipolar factor. Some authors have 

cautioned that factor analysis may not be able to extract bipolar factors from mood ratings 

even if bipolar factors are present (van Schuur & Kiers, 1994). To examine this, we also 

performed a series of diagnostic tests as outlined in prior investigations (e.g., van Schuur & 

Kiers, 1994) but did not find evidence in support of a bipolar factor structure.

Perhaps the most critical substantive finding from our study is the unique three-factor 

structure, with low-arousal moods constituting a separate factor (whereas high-arousal 

moods loaded onto the positive-valence or negative-valence factor). One possibility is that 

this factor structure is unique to our sample (people with addiction or OUD specifically): 

people diagnosed with addictive disorders tend to have higher rates of mood disorders 

than the general population, and they also commonly report reductions in positive moods, 

particularly during early abstinence from substance use (Garfield et al., 2014). This is 

important because low-arousal mood states can sometimes be difficult to disentangle from 

negative moods and reductions in positive moods; this is particularly common in the context 

of depression and especially anhedonia (Billones et al., 2020). In other clinical samples, 

some people with feelings of malaise or fatigue do not experience those feelings as distinctly 

negative or positive (Billones et al., 2020; Denollet & De Vries, 2006). Two prior MCFAs 

of daily mood, both conducted in non-clinical samples, each found only two factors (PA 

and NA) at the within- and between-person levels (Merz & Roesch, 2011; Rush & Hofer, 

2014). This strengthens the possibility that our results may be indicative of a unique factor 

structure among (at least some) clinical samples. Our findings are also important because 

some measures currently used to assess mood (including the PANAS) include feelings of 

low arousal in a negative-mood factor. Our finding of a low-arousal factor suggests that 

low-arousal moods should be considered at least partly distinct from negative and positive 

moods. At the same time, our finding that the low-arousal factor can be treated as a 

subfactor of NA suggests that low-arousal states tended to be aversive, resembling NA states 

in that regard. Modifications to the PANAS, such as the PANAS-X (Watson & Clark, 1994), 

do offer a more comprehensive assessment of “other affective states,” including low-arousal 

items similar to the ones we reported here. Greater adoption of the PANAS-X may be useful, 

perhaps particularly among clinical populations, though its length will need to be balanced 

against a potential increase in participant burden. In general, including a low-arousal factor 
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in routine assessment of mood in people with addictions may be important for understanding 

experiences in addiction recovery and predicting outcomes. Our research group has already 

conducted several investigations showing how mood states and traits are associated with 

important aspects of treatment outcome, arguably providing some signal of the concurrent 

validity of our proposed factor structure. Our prior findings include associations between: 

lower between-person PA and increased likelihood of treatment dropout; higher within-

person NA and subsequent craving and, in some cases, substance use; and lower within-

person sleep duration (perhaps a precursor to states of low arousal) and substance use (Bertz 

et al., 2019; Panlilio et al., 2019; Preston et al., 2018). However, our MCFA results can 

build on these findings by accounting for person- and momentary-level mood experiences 

in an integrated analysis. This measurement model will allow for follow up investigations 

with more precise tests of concurrent validity, simultaneously considering how different 

person- and momentary-level moods link to protective and deleterious treatment outcomes. 

For example, low-arousal states might subvert attending routine clinic visits and staying 

engaged with recovery supports; NA states might be more informative about risk of specific 

events like craving and substance use, and perhaps positive mood states and/or traits might 

serve as buffers against both low-arousal and NA states. Although these are speculations, it 

will be important to explore such possibilities to better understand PA, NA, and low-arousal 

states and their relative roles in addiction recovery.

Limitations and Future Directions

Our G-theory investigation showed a large proportion of variance unexplained by person, 

day, or moment, but this is as expected, given that we did not attempt to model the 

contributions of substantively meaningful drivers of mood (e.g., stressful stimuli, pleasant 

events, or encounters with drug-related cues). Delineating these drivers of mood with G-

theory will be a particularly exciting area for future work. For example, understanding how 

substance-use events contribute to variance in mood at the person-, day-, and momentary-

levels could inform the timing and frequency of interventions targeted to mitigate risky 

moods or enhance protective ones. Once-a-day mood interventions, for example, may be 

sufficient for changing mood at the day and momentary levels. Also, it is worth reiterating 

that our finding of little variance at certain levels (e.g., moments or days) does not suggest 

that variance is absent at moments or days in general; variance exists at these levels, but our 

results suggest it is unrelated to the pattern of assessment (e.g., ordering of prompts or days).

The first two models we fit came with the complexity of having a three-level factor structure 

(person, day, and moment). Though the three-level factor structure had poorer fit indices 

than other models, that may have been partly due to only a few moments nested within 

each day for each person (i.e., only the 3 random prompt questionnaires scheduled per day). 

This limitation is typical for EMA studies because more frequent assessment each day is 

burdensome, but the sparsity of moments within-day creates a challenge for fitting a three-

level model. In our future studies, if more frequent moments are assessed within-day, it will 

come with reductions in the number of items to help minimize the possibility of response 

fatigue. Further, the distribution of items used in MCFA is important particularly when 

normality is assumed. Some mood items, particularly NA items, had skewed distributions, 

which may introduce bias in the parameter estimates of MCFA models, although that 
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bias is mitigated by estimation procedures in some software packages. The presence of non-

normal input data is not synonymous with violations of normal distributional assumptions 

for multivariate factor loadings and residuals—the most pertinent assumptions of MCFA. 

Even so, one advantage of using visual analogue scales rather than Likert scales —as is 

increasingly common in EMA studies involving affect— is that continuous response items 

are generally more straightforward to analyze. An additional limitation of our study, though 

an important area for future investigation, is in understanding whether our factor structure 

is measurement-invariant across people and/or across time (McNeish et al., 2021). One way 

to address this might be to employ an EMA-burst design as part of a larger longitudinal 

study to assess mood before, during, and after addiction treatment. Testing differences in the 

factor structure of mood across these different EMA bursts could help determine whether 

the factor structure of mood is relatively fixed or dynamic in addiction. This investigation 

could include people with different types of SUDs (e.g., opioids, alcohol, and cannabis 

use disorder) to help determine the similarity or difference in factor structure of mood 

across different SUDs. It will also be necessary to test whether our three-factor solution 

replicates in people with no addictions. We suspect that if it does, it will be mostly for 

other clinical populations. In particular, it may be important to test our MCFA result among 

people with major depressive disorder, given the commonness of fatigue in depression and 

because aspects of reduced positive moods have some similarities between people with 

opioid addiction and people with depression (Denollet & De Vries, 2006; Stull et al., 

2021). Next steps include criterion-validity tests with structural equation models to see how 

the factors resulting from our multilevel confirmatory factor analysis relate to important 

treatment outcomes in addiction. This may help clarify which mood factors (and perhaps 

even which items within factors) are most important for different outcomes.
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**Public Significance Statement

We found that moods in people receiving medication for opioid use disorder (MOUD) 

changed more between days than within days, and fell into three categories: positive, 

negative, and low-arousal (which partly overlapped with negative); high arousal did not 

form a separate category. These results could improve the way mood is assessed and 

reported, at least in MOUD patients, and provides a framework for examining dynamic 

qualities of mood in other populations.
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Figure 1. 
Venn diagram of the mood-variance decomposition
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Figure 2. 
Person-level means and overall means and standard deviations for EMA PANAS items. 

Items ordered by descending overall mean.
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Figure 3. Factor structure and standardized loadings for the final multilevel confirmatory factor 
analysis model
Note. All standardized factor loadings were statistically significant at p<.05; All factor 

correlations were statistically significant except for the correlation between PA and Low 

Energy at the person-level, as noted.
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