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SUMMARY

Cancer is a heterogeneous disease. Finite mixture of regression (FMR)—as an important heterogene-
ity analysis technique when an outcome variable is present—has been extensively employed in cancer
research, revealing important differences in the associations between a cancer outcome/phenotype and
covariates. Cancer FMR analysis has been based on clinical, demographic, and omics variables. A rela-
tively recent and alternative source of data comes from histopathological images. Histopathological images
have been long used for cancer diagnosis and staging. Recently, it has been shown that high-dimensional
histopathological image features, which are extracted using automated digital image processing pipelines,
are effective for modeling cancer outcomes/phenotypes. Histopathological imaging–environment inter-
action analysis has been further developed to expand the scope of cancer modeling and histopathological
imaging-based analysis. Motivated by the significance of cancer FMR analysis and a still strong demand
for more effective methods, in this article, we take the natural next step and conduct cancer FMR analysis
based on models that incorporate low-dimensional clinical/demographic/environmental variables, high-
dimensional imaging features, as well as their interactions. Complementary to many of the existing studies,
we develop a Bayesian approach for accommodating high dimensionality, screening out noises, identi-
fying signals, and respecting the “main effects, interactions” variable selection hierarchy. An effective
computational algorithm is developed, and simulation shows advantageous performance of the proposed
approach. The analysis of The Cancer GenomeAtlas data on lung squamous cell cancer leads to interesting
findings different from the alternative approaches.

Keywords: Bayesian; Cancer; Finite mixture of regression; Histopathological imaging–environment interaction.

∗To whom correspondence should be addressed.

© The Author 2021. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com.



426 Y. IM AND OTHERS

1. INTRODUCTION

Cancer is a highly heterogeneous disease. Patients with different subtypes of the same cancer or even
with the same subtype can have different biomarkers, prognosis, and response to treatment patterns.
Quantifying heterogeneity can assist better understanding cancer biology and delivering tailored treat-
ment (Burrell and others, 2013; Baliu-Piqué and others, 2020). Most cancer heterogeneity analysis can
be classified as unsupervised and supervised, both of which have led to important findings and comple-
ment but cannot replace each other. In this study, we conduct supervised heterogeneity analysis, where
a response variable is present, subjects form subgroups, and different subgroups have different relation-
ships between the response and covariates. Supervised analysis, in many cases, is “closer” to clinical
practice. In supervised heterogeneity analysis, early studies have mostly analyzed low-dimensional clin-
ical/demographic/environmental variables. The development of sequencing techniques has led to quite
a few heterogeneity analyses based on high-dimensional omics variables, such as gene expressions and
DNA mutations (Burrell and others, 2013; Kim and DeBerardinis, 2019; Morrison and others, 2014).

In cancer modeling, an alternative source of data comes from histopathological images—a “byprod-
uct” of biopsy, which is ordered for most patients suspected of cancer. Brief information on extracting
histopathological imaging features is provided in Figure 1 and described in detail in Section 4. Compared to
omics data, histopathological imaging data enjoy much broader availability and higher cost-effectiveness.
It contains rich information on tumors micro properties and the surrounding microenvironment. Here, it is
noted that histopathological imaging data differ significantly from radiological image data. Radiological
imaging data, such as those generated by computed tomography and magnetic resonance imaging, inform
tumors macro properties such as location, density, and shape. Histopathological images have been tradi-
tionally used for definitive diagnosis and staging this is realized by pathologists examining such images
under microscopes. Usually, only a small number of imaging features can be analyzed in such effort. More
recently, automated digital image processing pipelines/software have been developed, which can extract
high-dimensional features in a fast and objective way. A series of studies have shown that such features
provide an alternative and effective way for modeling cancer outcomes (Echle and others, 2020; Chen and
others, 2020a,b). In a recent study (Xu and others, 2019), inspired by gene–environment interaction anal-
ysis, histopathological imaging–environment interaction analysis is developed and shown to have sensible
biological implications and satisfactory numerical performance. Our literature review suggests that most
histopathological image-based analyses, including the interaction analysis, assume homogeneity. There
are only a few supervised heterogeneity analysis. However, some studies, such as Belhomme and others
(2015) and Luo and others (2017), are limited to main effects only (without interactions) and, quite often,
low-dimensional features. He and others (2020) analyzes the main effects of high-dimensional imaging
features using the penalized fusion technique and resorts to model averaging to achieve computational
feasibility. In this study, we will take the natural next step and conduct supervised cancer heterogene-
ity analysis based on models that incorporate histopathological imaging–environment interactions. This
strategy has been motivated by the significance of cancer heterogeneity analysis, still strong demand for
more effective methods and analysis, unique advantages of histopathological imaging data, the promising
performance of histopathological imaging–environment interaction analysis under homogeneity, and lack
of heterogeneity analysis incorporating such interactions.

Literature on supervised heterogeneity analysis is vast. For comprehensive discussions, we refer to,
for example, Schlattmann (2009). Among the existing techniques, finite mixture of regression (FMR)
(McLachlan and Peel, 2000) has been a popular choice. Under FMR, it is assumed that subjects form sub-
groups, and different subgroups have different regression models for the response variable. For estimation,
both frequentist and Bayesian techniques have been developed (Frühwirth-Schnatter and others, 2018).
When the number of variables is large, additional developments are needed to accommodate high dimen-
sionality, screen out noises, and achieve unique and reliable estimation. Under the frequentist framework,
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this is often achieved using regularization, in particular penalization (Khalili and Chen, 2007; Städler
and others, 2010). There have been equally successful developments under the Bayesian paradigm. For
example, Gupta and Ibrahim (2007) and Lee and others (2016) propose FMR models that can iden-
tify covariates relevant for each subgroup. To determine the number of subgroups, Gupta and Ibrahim
(2007) formulate a model comparison problem and compare the Bayes Factors for different subgroup
numbers, and Lee and others (2016) adopt criteria such as the Akaike Information Criterion and Bayesian
Information Criterion. From a Bayesian perspective, a fully Bayesian approach that treats the number of
subgroups as a random variable may be preferable. A representative example is Liu and others (2015),
which identifies subgroup-specific covariate effects with an unknown number of subgroups. Despite great
successes, the aforementioned and other methods in the literature are not directly applicable to the pro-
posed analysis that involves interactions. In particular, interaction analysis is uniquely challenged by the
“main effects, interactions” hierarchy, which postulates that if an interaction term is identified as impor-
tant, then the corresponding main effect(s) should be automatically identified (Bien and others, 2013).
In the context of imaging–environment interaction analysis, this hierarchy amounts to a constraint on
the interaction term and corresponding main imaging effect (Xu and others, 2019). With this hierarchy,
“ordinary” high-dimensional techniques are not sufficient. Under the frequentist framework, for example,
composite penalization and sparse group penalization have been developed to respect the hierarchy. One
explanatory development under the Bayesian framework introduces a hierarchical prior that imposes a
constraint to respect the hierarchy (Kim and others, 2018). Here, we note that this and other Bayesian
developments are limited to the homogeneity case and not directly applicable to heterogeneity analysis.

The goal of this study is to develop an effective Bayesian FMR approach for supervised cancer hetero-
geneity analysis based on models that incorporate histopathological imaging–environment interactions.
This study complements and advances from the existing literature in multiple important aspects. First, it
conducts heterogeneity analysis based on imaging data, which complements the existing studies that are
based on clinical, demographic, environmental, and omics variables. It may be particularly advantageous
over the omics-based studies because of broader data availability and cost-effectiveness. It also advances
from the existing image-based heterogeneity analysis by incorporating interactions, and from the imaging–
environment interaction analysis by accommodating sample heterogeneity. Second, it tackles considerable
technical challenges. More specifically, it advances from the existing Bayesian heterogeneity analysis by
respecting the “main effects, interactions” hierarchy, and from the existing Bayesian interaction analysis
by accommodating heterogeneity with an unknown number of subgroups. This is achieved by incorporat-
ing priors that respect the hierarchy on the subgroup-specific parameters and adopting a mixture model
with a prior on the number of subgroups. It provides a competitive alternative to the penalization and other
techniques. Third, this study provides a useful alternative for extracting information from The Cancer
Genome Atlas (TCGA) and other cancer data, especially for lung cancer. With these advancements, it is
warranted beyond the existing literature.

2. METHODS

2.1. Model

Consider n independent subjects. For the ith subject, let yi denote the response variable, xi and wi denote
the p-dimensional vector of imaging (I) features and l-dimensional vector of environmental (E) variables,
respectively. As in Xu and others (2019) and quite a few other studies, we take a loose definition and
also include demographic, clinical, and some other low-dimensional variables in w. To accommodate I–E
interactions, we further denote zij = (xij, xijwi1, . . . , xijwil)

T for j = 1, . . . , p and zi = (zT
i1, . . . , zT

ip)
T for

i = 1, . . . , n. Let L = l + 1. We note that zij is a L-dimensional vector that contains the main effect and
all interaction terms related to the jth imaging feature. As such, quantifying the effects of the jth imaging
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feature amounts to a two-step procedure: determining whether zij has an impact on the response variable
at all, and, if yes, determining which components have an impact.

We consider a continuous response, make the Gaussian distribution assumption, and use linear
regression to model its associations with covariates. Assume that there are K sample subgroups. Let
β∗ = (β∗

10, . . . , β∗
K0, β∗T

1 , . . . , β∗T
K )T denote the vector that contains all the subgroup-specific parameters.

Here, for the dth subgroup, β∗
d0 is the intercept. β∗

d = (β∗T
d1 , . . . , β∗T

dp )T is the vector of regression coeffi-
cients associated with all imaging features, where β∗

dj = (β∗
dj1, . . . , β∗

djL)
T represents the main effect and

interactions of the jth imaging features.
To facilitate estimation, we introduce a latent subgroup membership for each subject. Let δ =

(δ1, . . . , δn)
T denote the vector of latent subgroup memberships for the n subjects. Its components take

values in {1, . . . , K}. Let p = (p1, . . . , pK)T denote the vector of the unknown subgroup proportions. The
proposed model is:

yi|δi = d, β∗, η, σ 2 ∼ N
(
β∗

d0 + zT
i β∗

d + wT
i η, σ 2

)
, i = 1, . . . , n; d = 1, . . . , K ,

δi
iid∼ Multinomial(1; p1, . . . , pK), i = 1, . . . , n.

(2.1)

In Bayesian mixture modeling, priors are assigned to the latent subgroup memberships and subgroup-
specific parameters. Further, we take a fully Bayesian approach, assign a prior on K , and flexibly drop
the assumption of a known K . Such a mixture model has been referred to as a Mixture of Finite Mixture.
Prior specifications for the above model are described in the next subsection. Here, we note that certain
individual components of the model and prior specifications have roots in the existing literature. However,
their combination to address supervised heterogeneity analysis built on high-dimensional interaction
models is new and innovative.

2.2. Prior specifications

We first define the prior for the subgroup-specific parameter β∗. Recall that β∗ contains the subgroup-
specific intercepts and regression coefficients associated with the imaging features. For the subgroup-
specific intercepts β∗

d0, d = 1, . . . , K , we assume the N (μ0, ξ 2) prior. For the coefficients associated with
the imaging features, we introduce sparsity to accommodate high dimensionality and distinguish between
signals and noises. High-dimensional imaging features extracted using digital processing software also
describe properties not related to cancer, making it necessary to conduct variable selection. This is also true
for I–E interaction analysis (Xu and others, 2019). In our analysis, further complication is introduced by
heterogeneity. Specifically, different subject subgroups may have different subsets of important variables
associated with the response. To address these challenges, we impose spike and slab priors, which have
been popular in the Bayesian variable selection literature, to the subgroup-specific parameters. Specifically,
to allow for both imaging feature-level and within-imaging-feature-level sparsity, we first follow Xu and
Ghosh (2015) and take a reparameterization:

β∗
dj = V

∗ 1
2

dj b∗
dj, j = 1, . . . , p; d = 1, . . . , K ,

where b∗
dj = (b∗

dj1, . . . , b∗
djL)

T and V
∗ 1

2
j = diag(τ ∗

dj1, . . . , τ ∗
djL), τ

∗
djl ≥ 0 for l = 1, . . . , L.

To achieve feature-level sparsity, we impose the multivariate spike and slab prior on each b∗
dj:

b∗
dj

ind∼ (1 − π0)NL(0, IL) + π0δ0(b
∗
dj), j = 1, . . . , p, (2.2)
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where IL is the identity matrix, and δ0 denotes the point mass at 0. This spike and slab prior, which is a
mixture of a Normal distribution (slab part) and a point mass at 0 (spike part) with weights 1 − π0 and
π0, respectively, assigns a nonzero probability to the coefficients being exactly zero. If b∗

dj = 0, then all
elements of β∗

dj are zero, suggesting that the jth imaging feature has no main effect or any interaction
effect on the response in the dth subgroup.

To induce within-feature-level sparsity, we further impose the spike and slab prior on each τ ∗
djl except

for τ ∗
dj1:

τ ∗
dj1

ind∼ N+(0, s2), j = 1, . . . , p,

τ ∗
djl

ind∼ (1 − π1)N+(τm, s2) + π1δ0(τ
∗
djl), j = 1, . . . , p, l = 2, . . . , L,

(2.3)

where N+(m, s2) denotes the truncated normal distribution whose probability density function is propor-
tional to that of N (m, s2) but truncated to be positive and then normalized. In our modeling, each τ ∗

djl

determines the magnitude of a regression coefficient for an effect associated with the jth imaging feature.
When β∗

dj �= 0, the above prior specification ensures that τ ∗
dj1 �= 0. That is, the main effect is selected. For

l = 2, . . . , L, the spike and slab priors determine whether the individual I–E interactions have nonzero
effects. It is noted that if at least one interaction is nonzero, then β∗

dj �= 0, leading to the nonzero main
effect. This ensures that the “main effects, interactions” hierarchy is respected.

The feature-level sparsity and within-feature-level sparsity are controlled by the prior inclusion prob-
abilities, π0 and π1 in (2.2) and (2.3), respectively. Fixing the values of these hyperparameters leads to
more informative priors and poorer multiplicity control for a higher number of spurious covariates (Scott
and Berger, 2010). This multiplicity problem can be handled by fully Bayesian models that assign hyper-
priors to π0 and π1. Extending the idea of Ley and Steel (2009), we adopt conjugate beta hyperpriors
π0 ∼ Beta(aπ0 , bπ0) and π1 ∼ Beta(aπ1 , bπ1). As for the choice of hyperparameters τm and s2 (which
determine the prior of the magnitude of nonzero coefficients τ ∗’s), we resort to the theoretical conditions
derived in Narisetty and He (2014, Section 2.1) for standard Bayesian variable selection models with spike
and slab priors for a rough guideline. Briefly, the larger the number of covariates is relative to the size of
each subgroup, and the more severe the multicollinearity of the design matrix, the larger the values of τ ∗’s
need to be to achieve variable selection consistency. Since the theoretical result bears no direct implication
for the choice of these values in practice, the N+(τm, s2) prior is assigned to give a significant probability to
large values of τ ∗’s, allowing their posterior values to be informed by the observed data. For most setups
with moderate correlations among covariates, setting τm = 0 and a vague prior on s2 suffices. For setups
with a large p (relative to n) and highly correlated covariates, setting the mode of the slab part of the prior,
τm, away from the spike at zero helps identify more useful covariates. Following Xu and Ghosh (2015),
a conjugate prior is assigned on s2: s2 ∼ Inverse Gamma(1, λ). Instead of estimating λ using empirical
Bayesian methods, we take the full Bayesian approach and assign λ a prior, λ ∼ Gamma(aλ, bλ), where aλ

and bλ are the shape and scale parameters, respectively. More discussions on prior choice and consistency
are in Supplementary material available at Biostatistics online.

Given K , we assign the prior p ∼ DirichletK(α, . . . , α) to the subgroup proportions, whereα is a constant
independent of K . This is the prior adopted in Miller and Harrison (2018). On one hand, imposing the same
precision α across different values of K is a restriction in terms of modeling. But this can be critical to
efficient computing in Section 2.3, as K and p can then be marginalized out to avoid the transdimensional
computing problems caused by the varying dimension of group-specific parameters for different values
of K . On the other hand, given K , it is not as big a restriction to set all K parameters in the Dirichlet
distribution to be α. This is because the prior on (β∗T

1 , . . . , β∗T
K )T is symmetric, and hence the distribution

of (βT
1 , . . . , βT

n ) under any asymmetric distribution on p will be the same as if this asymmetric distribution
is replaced by a symmetric version of it where the entries of p are randomly permuted. For the number

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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of subgroups K , we assume a Geometric distribution K ∼ Geo(q) where p(K = k) = (1 − q)(k−1)q, for
k = 1, 2, . . . , with some q ∈ (0, 1).

For the remaining parameters, we assign η ∼ Nl(μη, σ 2�η) and σ 2 ∼ Inverse Gamma(a0, b0), where
a0 and b0 are the shape and scale parameters, respectively. In practice, E variables are usually low-
dimensional, manually selected, and important, and hence will not be subject to variable selection. In the
above formulation, it is assumed that η is the same across subgroups. In our data analysis, all the samples
have the same cancer type. That is, based on the demographic, clinical, and environmental variables, these
samples have been concluded as sufficiently alike. As such, the goal is to see if more subtle data structures
can be identified with the introduction of imaging features and their interactions with E variables. If
needed, it is straightforward to design subgroup-specific η.

Although this study emphasizes methodological development and applications, to provide a strong
statistical basis, in Supplementary material available at Biostatistics online, we provide heuristic justifi-
cations on identifiability and consistency of the proposed model. Accordingly, we have incorporated such
considerations when specifying priors in our numerical studies.

2.3. Computation

We develop Markov chain Monte Carlo (MCMC) algorithms to estimate the posterior distribution. Recall
that (δT , β∗T , ηT , π0, π1, s2, σ 2, λ)T is the vector of the latent subgroup memberships and parameters for
the proposed model. Here, the vector of the latent subgroup memberships δ = (δ1, . . . , δn)

T induces a
partition C of {1, . . . , n}. The goal is to develop a MCMC algorithm to explore the joint distribution over
the space of C and the space of the other parameters. The joint distribution to be sampled from can be
summarized as:

p(δ, β∗, η, π0, π1, s2, σ 2, λ|y)
∝ f (y|δ, β∗, η, σ 2)p(β∗|δ, π0, π1, s2)p(δ)p(η|σ 2)p(π0)p(π1)p(s2|λ)p(λ)p(σ 2).

We develop a Metropolis-within-Gibbs sampler that updates the vector of subgroup memberships and
subgroup-specific parameters, followed by the parameters that are not subgroup-specific.

To update the subgroup memberships, we adopt the strategy of introducing auxiliary variables (Miller
and Harrison, 2018).Additional discussions are provided in Supplementary material available at Biostatis-
tics online. Let δ−i denote δ with its ith component removed, and t denote the number of unique values in
δ−i. Let β∗

a = (β∗T
t+1, . . . , β∗T

t+m)T denote a set of m auxiliary variables that are identically and independently
distributed from the prior specified in the previous subsection. Following Miller and Harrison (2018), the
prior for δ in (2.1) implies:

p(δi = d|δ−i, β
∗, β∗

a) ∝
{

nd,−i + α if d = δk for some k �= i,
Vn(t+1)

Vn(t)
α

m if d �= δk for all k �= i,

where nd,−i = |{j ∈ δ−i : δj = d}| denotes the size of the dth subgroup without the ith sample, Vn(t) =∑∞
k=1

k(t)
(αk)(n) pK(k), a(b) = a(a+1) · · · (a+b−1), and a(b) = a(a−1) · · · (a−b+1), with a(0) = a(0) = 1

by convention. Then the full conditional distribution for δi (conditional on the rest of the parameters) is:

p(δi = d|rest) ∝ p(δi = d|δ−i, β
∗, β∗

a)f (yi|β∗
d , η, σ 2)

∝
{

(nd,−i + α)f (yi|β∗
d , η, σ 2) if d = δk for some k �= i,

Vn(t+1)

Vn(t)
α

m f (yi|β∗
d , η, σ 2) if d �= δk for all k �= i.

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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The subgroup-specific parameters are updated separately for each subgroup. To update the coefficients
associated with the jth (j = 1, . . . , p) imaging feature for the dth (d = 1, . . . , K) subgroup, we first conduct
the feature-level update, followed by the within-feature-level update. For the feature-level update, let β∗

d(j)

denote β∗
d with its jth component removed, and zi(j) denote zi with its jth component removed. Conditional

on the rest of the parameters, b∗
dj has a multivariate spike and slab distribution:

b∗
dj|rest ∼ (1 − gb

j )N L(μ
b
dj, σ

2�b
dj) + gb

j δ0(b
∗
dj),

where �b
dj = {

V
∗ 1

2
dj (

∑
i;δi=d

zijzT
ij )V

∗ 1
2

dj + σ 2IL

}−1
and μb

dj = �b
djV

∗ 1
2

dj

{ ∑
i;δi=d

zij(yi − wT
i η − β∗

d0 − zT
i(j)β

∗
d(j))

}
.

In the above, gb
j represents the full conditional posterior probability of b∗

dj being equal to 0, which can be
shown as:

gb
j = p(b∗

dj = 0|rest) = π0

π0 + (1 − π0)|σ 2�b
dj|1/2 exp( 1

2σ2 μbT
dj �b

djμ
b
dj)

.

For the within-feature-level update, let β∗
d(jl) denote β∗

d with the lth element of the jth imaging variable
group removed, and zi(jl) denote zi with the lth element of the jth imaging variable group removed. The
conditional distribution of τ ∗

djl for l = 2, . . . , L is a spike and slab distribution, while that of τ ∗
dj1 is just the

slab part of the mixture distribution. That is,

τ ∗
dj1|rest ∼ N+(udj1, v2

dj1),

τ ∗
djl|rest ∼ (1 − gτ

djl)N
+(udjl , v2

djl) + gτ
djlδ0(τ

∗
djl), for l = 2, . . . , L,

where for l = 1, . . . , L, v2
djl = (

1
σ2 b∗2

djl

∑
i;δi=d

z2
ijl + 1

s2

)−1
, udj1 = v2

dj1

{
1

σ2 b∗
dj1

∑
i;δi=d

zij1(yi − wT
i η − β∗

d0 −
zT

i(j1)β
∗
d(j1))

}
, and for l = 2, . . . , L, udjl = v2

djl

{
1

σ2 b∗
djl

∑
i;δi=d

zijl(yi −wT
i η−β∗

d0 − zT
i(jl)β

∗
d(jl))+ τm

s2

}
. The weight

gτ
djl is the full conditional posterior probability of τ ∗

djl being equal to zero, that is,

gτ
djl = p(τ ∗

djl = 0|rest) = π1

π1 + (1 − π1)( τm
s )−1(s2)− 1

2 (v2
djl)

1
2 exp(

u2
djl

2v2
djl

)(
udjl
vdjl

)

,

where (·) denotes the cumulative distribution function of the standard normal distribution.
The full conditional distribution of the subgroup-specific intercept β∗

d0 is given by:

β∗
d0|rest ∼ N

(
ξ 2
∑

i;δi=d(yi − zT
i β∗

d − wT
i η) + σ 2μ0

ξ 2nd + σ 2
,

σ 2ξ 2

ξ 2nd + σ 2

)
,

where nd = |{j ∈ δ : δj = d}| denotes the size of the dth subgroup.
We next update the parameters that are not subgroup-specific. The full conditional distribution of η is:

η|rest ∼ Nl(mη, σ 2�η),

where �η = (∑
d∈δ

∑
i:δi=d

wiwT
i + �−1

η

)−1
and mη = �η

{∑
d∈δ

∑
i:δi=d

wi(yi − β∗
d0 − zT

i β∗
d) + �−1

η μη

}
.
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The posteriors of π0 and π1 conditional on all the other parameters are:

π0|rest ∼ Beta

(∑
d∈δ

p∑
j=1

1(b∗
dj = 0) + aπ0 ,

∑
d∈δ

p∑
j=1

1(b∗
dj �= 0) + bπ0

)
,

π1|rest ∼ Beta

(∑
d∈δ

p∑
j=1

L∑
l=2

1(τ ∗
djl = 0) + aπ1 ,

∑
d∈δ

p∑
j=1

L∑
l=2

1(τ ∗
djl > 0) + bπ1

)
.

The conditional distribution of s2 is given by

p(s2|rest) ∝
∏
d∈δ

[ p∏
j=1

N +(τ ∗
dj1|0, s2)

L∏
l=2

{
(1 − π1)N

+(τ ∗
djl|τm, s2) + π1

}]
p(s2|λ).

Since this is not a standard distribution, we resort to the random-walk Metropolis update with a Gaussian
proposal distribution.

Lastly, the posterior distributions of λ and σ 2 are Gamma and Inverse Gamma, respectively:

λ|rest ∼ Gamma(aλ + 1,
bλs2

bλ + s2
), σ 2|rest ∼ InverseGamma(a1, b1),

where a1 = n+l
2 + a0 and b1 = 1

2

{∑
d∈δ

∑
i;δi=d

(yi − wT
i η − β∗

d0 − zT
i β∗

dj)
2 + (η − μη)�

−1
η (η − μη)

}+ b0.

2.4. Inference based on MCMC samples

It is well known that mixture models are not identifiable, due to the label-switching problem caused by
the symmetry of parameters in the likelihood. Some inference goals are label-invariant and not affected
by this problem. An example is the (marginal) posterior distribution of the number of subgroups, where
its mode K̂ is the commonly used point estimate of K .

Some other inference, like that for the group-specific estimate of the coefficient of a covariate, cannot
be directly obtained from its marginal posterior, as every subgroup has exactly the same marginal posterior
due to symmetry. This is why for Bayesian mixture models computed with MCMC, there is a rich
literature on the postprocessing procedures. See Supplementary material available at Biostatistics online
for more discussions on the nonidentifiability issue and, for example, Papastamoulis (2016) for a list of
MCMC postprocessing algorithms. Our data analysis adopts Algorithm 5 of the aforementioned paper
for postprocessing, which is proposed in Papastamoulis and Iliopoulos (2010) and Rodríguez and Walker
(2014) and implemented using the R package label.switching.

Sometimes, it is of interest to obtain a point estimate of the subgrouping configuration. One solution is
to assign each subject to the subgroup that it belongs to with the highest posterior probability. Given the
relabeled MCMC samples, this is simply estimated by the subgroup that the subject belongs to the most
often. For other alternatives that are based on decision theory, see for example, Wade and Ghahramani
(2018).

Recall that one prominent feature of our model is that different variables may be selected for different
subgroups. Within a subgroup, we can simply follow the standard approaches in the literature for Bayesian
regression models with spike and slab priors. Specifically, in simulation, we consider the median proba-
bility model (MPM) that retains all covariates with marginal posterior inclusion probabilities (PIP) greater
than 0.5. The MPM is known to have optimal prediction performance in certain setups, for example, when

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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the design matrix is orthogonal (Barbieri and Berger, 2004). However, it tends to select too few covariates
in practice (Dey and others, 2008). One remedy is to choose a lower threshold, which is recommended in
Narisetty and He (2014, Section. 2.2) and adopted in our real data analysis.

Finally, for inference of the group-specific coefficients in β∗
d from the dth subgroup, key quantities

that measure the importance of the coefficients are their chances of being nonzero, which are the PIPs. In
addition, one can inspect the marginal posterior densities of the coefficients and report summary statistics
such as the posterior medians.

3. SIMULATION

We gauge the performance of the proposed approach and benchmark against alternatives using simulation.
In what follows, we set the sample size n = 200 and number of subgroups K = 2. Response variables
are independently generated from model (2.1) with σ 2 = 1. For the E variables, we set the number of
variables l = 5 and consider both continuous and discrete types. More specifically, for the continuous E
variables, we generate wi’s from a multivariate normal distribution with mean vector zero and covariance
matrix that has an auto-regressive correlation structure with ρij = ρ |i−j| and ρ = 0.5. For the discrete
E variables, we first generate continuously distributed variables in the same way as above and then
dichotomize at 0. The coefficients for all of the main E effects are generated from Uniform(0.8, 1.2). For
the I variables, we generate xi’s from a multivariate normal distribution of dimension p with marginal
means one and two different covariance structures. The first is the block-diagonal structure, reflecting that
correlations are “local”, where each block of size 5 × 5 has an auto-regressive structure with ρij = ρ |i−j|

and ρ = 0.5. The second is the banded correlation structure with ρij = 1(i=j) + 0.331(|i−j|=1). For the
subgroup-specific regression coefficients associated with the I variables, β∗

1 and β∗
2, in each subgroup,

five of the main I effects and ten of the I–E interactions are set to be nonzero, and the rest are zero. The
“main effects, interactions” hierarchy is satisfied. For each combination of the specifications on E variables
(continuous, discrete) and covariance matrix of I features (block-diagonal, banded), we further consider
the following four scenarios. [Scenario 1] The dimension of imaging features p = 100. The nonzero
components of β∗

1 and β∗
2 are independently generated from Uniform( −1.2, −0.8) and Uniform(0.8,

1.2), respectively. The subgroup memberships are generated from Multinomial(1; 0.5, 0.5). [Scenario 2]
Similar to the above, except that the nonzero components are generated from Uniform(−0.8, −0.5) and
Uniform(0.5, 0.8), respectively, representing weaker signals. [Scenario 3] Similar to Scenario 1, except
that the subgroup memberships are generated from Multinomial(1; 0.3, 0.7). That is, the subgroups are
imbalanced. [Scenario 4] Similar to Scenario 1, except that the I variables have a higher dimension with
p = 200. Here, we note that the dimensions of covariates, especially p, have been chosen to be comparable
to the data analyzed in the next section, and that, in principle, the proposed approach can be applied to
settings with higher dimensions.

To implement the proposed method, we adopt K ∼ Geo(q = 0.1), α = 1, and
(a0, b0, aπ0 , bπ0 , aπ1 , bπ1 , τm, aλ, bλ, μη, �η) = (1, 1, 1, 1, 1, 1, 0, 1, 1, 05, 10I5) for the prior distributions.
For the number of auxiliary variables m in updating the subject subgroup memberships, we set m = 10.
Computation is carried out by running the proposed sampler for 20 000 iterations, with the first half
discarded as burn-in, and all inferences are based on the remaining MCMC samples. To initialize each
Markov chain, all samples are assigned to the same subgroup, and the values of all the other param-
eters are randomly drawn from their priors. With multiple MCMC runs, we inspect the trace plots,
compare across runs, and do not observe obvious signs of lack of convergence (sample plots are pro-
vided in Figures S.4 and S.5 of Supplementary material available at Biostatistics online). Further, for the
label-invariant variables, Gelman and Rubins potential scale reduction factor (PSRF; Gelman and Rubin,
1992) is used for assessing convergence. The PSRF values are all below 1.1, indicating satisfactory
convergence.

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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With the high dimensionality, complex data structure especially with the “main effects, interactions”
hierarchy, and subgrouping structure, computation of the proposed method is inevitably more expensive
than that in some existing studies. For one simulated dataset under Scenario 1, computation takes about
1.5 h on a desktop with standard configurations.

For comparison, we consider the following alternatives: (i) The Bayesian Sparse Group Selection with
Spike and Slab Prior (BSGSS), which is developed in Xu and Ghosh (2015) and assumes homogeneity.
With this benchmark approach, we can “re-establish” the importance of accounting for heterogeneity. (ii)
The FMR Lasso (denoted as FMRLasso), which is developed in Städler and others (2010). This is one
of the most popular heterogeneity analysis approaches for high-dimensional data. It assumes the FMR
model and adopts Lasso for variable selection. It treats main effects and interactions in the same manner
and may violate the variable selection hierarchy. Comparing with this approach can provide a benchmark
for the proposed Bayesian estimation and also “re-establish” the importance of respecting the hierarchy.
(iii) The FMR based on the Imputation-conditional consistency algorithm (denoted as ICC), which is
developed in Li and others (2019). Under the FMR modeling, this approach conducts estimation using
ICC, which is a general technique for handling missing data in high-dimensional settings. Conditioning
on the assigned subgroup membership, the minimax concave penalty is applied for accommodating high
dimensionality and conducting variable selection. It is noted that some alternative penalties (e.g., smoothly
clipped absolute deviation) are expected to lead to similar performance. For the finite mixture models,
it remains challenging to determine the number of subject subgroups. Here, we set their number of
subgroups at the true K = 2 and note that this may generate favorable performance for the two FMR
alternatives and is not feasible in real data analysis. The FMRLasso and ICC generate point estimates of
the subgrouping configuration and subgroup-specific parameters β∗. We acknowledge that there are other
potentially applicable alternatives. The above three may be the most relevant and can be readily realized.

To gain more insight into the working characteristics of the proposed approach, in Figures S.1–S.3 of
the Supplementary material available at Biostatistics online, for one representative simulation replicate,
we present the true model parameters as well as estimation and variable selection performance of the
proposed approach. Satisfactory performance is clearly observed. Specifically, the inclusion probabilities
for the zero coefficients are very small, in particular, smaller than those for the nonzero coefficients,
which leads to accurate variable selection. It is also observed that the colors of the estimates are close
to those of the true values. Then, based on 100 simulation replicates, to more objectively evaluate the
accuracy of estimating K , we report the mean and standard deviation (sd) of K̂ for the proposed method.
To evaluate the accuracy of subgrouping, we report the mean (sd) of the Adjusted Rand Index (ARI;
Hubert and Arabie, 1985) for the proposed method, FMRLasso, and ICC. ARI yields a maximal value of
1 if the estimated and true subgroupings perfectly match, and can be negative if the two subgroupings
are “less similar” than what is expected under random assignments. A higher ARI value indicates higher
subgrouping similarity. In our evaluation, we compare the estimated subgrouping against the true. The
proposed and alternative approaches all conduct variable selection. We evaluate variable selection accuracy
using the true positive (TP) and false positive (FP) rates. Summary statistics are provided in Table 1 and
Table S.1 of the Supplementary material available at Biostatistics online.

Across the whole spectrum of simulation, the proposed approach is observed to have competitive
performance. For all simulation settings, it can almost perfectly identify K , which is often challenging in
FMR and other heterogeneity analysis. It has superior subgrouping performance. Consider for example
setup 1 and Scenario 1 (the upper-left corner of Table 1). The proposed approach has a mean Accuracy
of 0.820, compared to 0.685 (FMRLasso) and 0.637 (ICC). It also has satisfactory variable selection
performance. For the above particular setting, it is able to identify all TPs with almost no FPs for both
subject subgroups. In comparison, FMRLasso has TP rates of 0.906 and 0.908 and FP rates of 0.021 and
0.011. Its lack of accuracy is at least partially attributable to the potential violation of the variable selection
hierarchy. ICC has inferior performance with TP rates of 0.524 and 0.482. BSGSS has a TP rate of 0.926,

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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Table 1. Simulation results for Scenarios 1 and 2, mean (sd) based on 100 replicates

Subgroup
Scenario 1 Scenario 2

Proposed FMRLasso ICC BSGSS Proposed FMRLasso ICC BSGSS

Continuous E variables, a block-diagonal covariance matrix for I features
K̂ 2.000 (0.00) 2.000 (0.00)
ARI 0.820 (0.05) 0.685 (0.08) 0.637 (0.17) 0.722 (0.06) 0.591 (0.08) 0.561 (0.13)
Main I effects

TPR 1 1.000 (0.00) 0.906 (0.19) 0.524 (0.33) 0.926 (0.11) 1.000 (0.00) 0.768 (0.25) 0.422 (0.28) 0.908 (0.14)
2 1.000 (0.00) 0.908 (0.16) 0.482 (0.33) 1.000 (0.00) 0.760 (0.23) 0.292 (0.27)

FPR 1 0.000 (0.00) 0.021 (0.02) 0.001 (0.00) 0.780 (0.06) 0.002 (0.01) 0.016 (0.02) 0.003 (0.01) 0.679 (0.07)
2 0.001 (0.00) 0.011 (0.02) 0.001 (0.00) 0.003 (0.01) 0.009 (0.01) 0.001 (0.00)

I–E interactions
TPR 1 1.000 (0.00) 0.924 (0.16) 0.691 (0.23) 0.926 (0.11) 0.998 (0.01) 0.823 (0.14) 0.543 (0.18) 0.908 (0.14)

2 1.000 (0.00) 0.936 (0.11) 0.714 (0.23) 0.999 (0.01) 0.873 (0.14) 0.539 (0.18)
FPR 1 0.006 (0.01) 0.053 (0.02) 0.020 (0.01) 0.784 (0.06) 0.022 (0.01) 0.052 (0.01) 0.025 (0.01) 0.704 (0.07)

2 0.006 (0.01) 0.076 (0.02) 0.020 (0.01) 0.022 (0.01) 0.079 (0.01) 0.024 (0.01)
Discrete E variables, a block-diagonal covariance matrix for I features

K̂ 2.000 (0.00) 2.000 (0.00)
ARI 0.816 (0.06) 0.700 (0.10) 0.638 (0.25) 0.721 (0.06) 0.618 (0.07) 0.582 (0.16)
Main I effects
TPR 1 1.000 (0.00) 0.932 (0.15) 0.636 (0.36) 0.934 (0.011) 0.998 (0.02) 0.802(0.21) 0.496 (0.29) 0.912 (0.13)

2 1.000 (0.00) 0.886 (0.18) 0.548 (0.34) 1.000 (0.00) 0.736(0.20) 0.372 (0.27)
FPR 1 0.001 (0.00) 0.020 (0.03) 0.003 (0.01) 0.811 (0.06) 0.003 (0.00) 0.017(0.02) 0.001 (0.01) 0.716 (0.08)

2 0.001 (0.00) 0.009 (0.01) 0.002 (0.00) 0.002 (0.00) 0.010(0.02) 0.003 (0.06)
I–E interactions

TPR 1 0.999 (0.01) 0.948 (0.12) 0.701 (0.32) 0.934 (0.11) 0.997 (0.02) 0.855 (0.13) 0.566 (0.20) 0.912 (0.13)
2 1.000 (0.00) 0.948 (0.12) 0.720 (0.30) 1.000 (0.00) 0.892 (0.12) 0.586 (0.20)

FPR 1 0.027 (0.01) 0.039 (0.02) 0.019 (0.01) 0.815(0.06) 0.031 (0.00) 0.038 (0.01) 0.022 (0.01) 0.722 (0.08)
2 0.026 (0.01) 0.063 (0.02) 0.020 (0.01) 0.031 (0.00) 0.065 (0.01) 0.022 (0.01)

Continuous E variables, a banded covariance matrix for I features
K̂ 2.000 (0.00) 2.000 (0.00)
ARI 0.816 (0.05) 0.688 (0.08) 0.657 (0.15) 0.730 (0.06) 0.586 (0.11) 0.557(0.17)
Main I effects

TPR 1 1.000 (0.00) 0.932 (0.17) 0.510 (0.29) 0.932 (0.11) 0.996 (0.04) 0.742 (0.25) 0.398 (0.26) 0.864 (0.15)
2 1.000 (0.00) 0.890 (0.15) 0.490 (0.30) 1.000 (0.00) 0.722 (0.25) 0.316 (0.25)

FPR 1 0.001 (0.00) 0.023 (0.03) 0.001 (0.01) 0.761 (0.07) 0.002 (0.01) 0.025 (0.03) 0.003 (0.01) 0.669 (0.073)
2 0.001 (0.00) 0.011 (0.02) 0.001 (0.00) 0.002 (0.00) 0.013 (0.02) 0.002 (0.01)

I–E interactions
TPR 1 1.000 (0.00) 0.929 (0.12) 0.688 (0.22) 0.932 (0.11) 0.985 (0.05) 0.797 (0.19) 0.528 (0.19) 0.864 (0.05)

2 0.999 (0.01) 0.941 (0.09) 0.708 (0.22) 0.990 (0.04) 0.848 (0.17) 0.543 (0.22)
FPR 1 0.006 (0.01) 0.054 (0.01) 0.021 (0.01) 0.766 (0.06) 0.019 (0.01) 0.056 (0.02) 0.024 (0.01) 0.675 (0.07)

2 0.007 (0.01) 0.076 (0.01) 0.019 (0.01) 0.020 (0.01) 0.081 (0.01) 0.024 (0.01)
Discrete E variables, a banded covariance matrix for I features

K̂ 2.000 (0.00) 2.000 (0.00)
ARI 0.811 (0.06) 0.699 (0.07) 0.661 (0.20) 0.714 (0.06) 0.610 (0.06) 0.563 (0.18)
Main I effects

TPR 1 1.000 (0.00) 0.948 (0.13) 0.674 (0.31) 0.932 (0.11) 1.000 (0.00) 0.832 (0.19) 0.496(0.29) 0.876(0.14)
2 1.000 (0.00) 0.898 (0.15) 0.546 (0.30) 1.000 (0.00) 0.712 (0.21) 0.314(0.27)

FPR 1 0.001 (0.00) 0.019 (0.02) 0.002 (0.00) 0.779 (0.06) 0.002 (0.01) 0.024 (0.03) 0.003(0.01) 0.689(0.08)
2 0.002 (0.01) 0.010 (0.01) 0.002 (0.01) 0.001 (0.00) 0.012 (0.02) 0.003(0.01)

I–E interactions
TPR 1 1.000 (0.00) 0.949 (0.09) 0.726 (0.26) 0.932 (0.11) 1.000 (0.00) 0.852 (0.13) 0.550(0.21) 0.876(0.14)

2 1.000 (0.00) 0.961 (0.08) 0.743 (0.24) 1.000 (0.00) 0.903 (0.09) 0.562(0.22)
FPR 1 0.027 (0.01) 0.037 (0.01) 0.019 (0.01) 0.784 (0.06) 0.031 (0.00) 0.039 (0.02) 0.023(0.01) 0.695(0.07)

2 0.027 (0.01) 0.062 (0.01) 0.018 (0.01) 0.031 (0.00) 0.067 (0.01) 0.023(0.01)

K̂ , estimated number of subgroups; ARI, adjusted rand index; TPR, true positive rate; FPR, false positive rate.
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however, an unsatisfactory FP rate of 0.780, which is caused by failing to account for heterogeneity. With
partially dichotomized variables, the performance of the proposed approach may slightly deteriorate,
which is as expected. We have also experimented with a few other simulation settings and made similar
observations.

4. DATA ANALYSIS

We analyze TCGA data on lung squamous cell cancer (LUSC), a major subtype of nonsmall-cell lung
cancer. For lung cancer, heterogeneity analysis, both supervised and unsupervised, has been extensively
conducted. Such analysis can assist more accurately classifying disease and delivering more customized
treatment. As referred to in Section 1, some of such analysis have been based on histopathological imaging
data. Here, we further advance such analysis to incorporate I–E interactions. Data are downloaded from
the TCGA data portal (https://portal.gdc.cancer.gov/). The response variable of interest is FEV1 (forced
expiratory volume in one second), which is a measure of the amount of air exhaled forcefully in 1 s. It is
an important biomarker for lung capacity and has been associated with prognosis and other lung cancer
outcomes. The histogram in Figure S.6 of the Supplementary material available at Biostatistics online
shows that there may be two “peaks” around FEV1 = 65 and 77, respectively, suggesting that it may be
sensible to assume a mixture distribution and examine heterogeneity. For E variables, we consider age, sex,
smoking, and cancer stage, all of which have been associated with lung cancer outcomes and biomarkers.
As such, variable selection is not of interest for these variables. Here we note that we have taken a “looser”
definition of E variables, and that interaction analysis incorporating clinical and demographic variables
has been strongly advocated in recent studies. In particular, these variables have been considered in the I–E
interaction analysis under homogeneity (Xu and others, 2019). The imaging feature extraction pipeline is
briefly sketched in Figure 1. Briefly, a histopathological slide (panel 2) obtained from biopsy is chopped
into subimages (panel 3). Then 20 subimages are randomly selected (panel 4). These subimages are

Fig. 1. Pipeline for extracting imaging features.

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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fed into Cellprofiler (https://cellprofiler.org/), a publicly available digital image processing software, for
feature extraction (panel 5). Feature values are averaged over these 20 subimages, and irrelevant features
(for example, time) are removed, leading to the final set of imaging features for analysis (panel 6). After
removing subjects with missing response and E variable values, the final analyzed data contains 139
imaging features and the aforementioned four E variables on 164 subjects.

When implementing the proposed approach, we set K ∼ Geo(q = 0.5). As such, the prior encourages
a relatively small number of subgroups by assigning 99% probability to K ≤ 7, which is appropriate
considering the limited sample size. We have tried other values of q, which lead to rather similar results.
For π0 and π1, we assign the Beta(10, 4) and Beta(4, 4) priors, respectively, under which about 70% of the
imaging features are noises, and 50% of the E variables interact with the imaging features. Such numbers
may be higher than in the published literature, allowing for “sufficient room” for discovery. The rest of
the hyperparameter values are set as (a0, b0, α, τm, aλ, bλ, μ0, ξ 2, μη, �η) = (3, 1, 1, 10, 1, 1, 0, 1, 04, 10I4),
either to reflect vague beliefs on the prior distributions or to make the computation stable. We perform
four independent MCMC runs, with 10 000 iterations for burn-in and 40 000 iterations after the burn-
in. Every other iterations are collected to reduce storage cost. The four runs are carefully examined, and
satisfactory convergence is observed.As a testament, in Figure S.8 of the Supplementary material available
at Biostatistics online, for the estimated marginal inclusion probabilities (upper triangle) and estimates of
the subgroup-specific regression coefficients (lower triangle), we show the pairwise comparisons between
the four chains. The final results are based on pooling the outputs of the four runs.

The posterior distribution of the number of subgroups and its trace plot are shown in Figure S.7 of
the Supplementary material available at Biostatistics online, which suggests that there are most likely
two subgroups. Conditioning on K = 2, the MCMC draws are postprocessed to address label-switching
(Papastamoulis, 2016, Algorithm 5). The two subgroups have respective sizes of 36 and 128 on average. In
Figure 2 and Table 2, for each of the two subgroups, we present the ten most important main effects and their
interactions, where importance is measured by PIP. We note that Figure 2 shows that most of the PIPs are
considerably smaller than those observed in simulation, which is expected as a result of significantly weaker
signals and more complicated correlation structures. Table 2 shows that the “main effects, interactions”
hierarchy is respected, and that the two subgroups are significantly different in which set of covariates
are the most influential for the response. More details are in Figure S.9 of the Supplementary material
available at Biostatistics online, which shows the approximate posterior distribution of β∗

djl with the highest
inclusion probabilities for subgroups 1 and 2.

Unlike in simulation, we do not know the true data generating model, and hence cannot directly evaluate
subgrouping and variable selection performance. In addition, as discussed in Xu and others (2019) and
references therein, high-dimensional imaging features extracted using digital image processing software
do not have simple biological interpretations, making it impossible to “verify” the findings based on
the selected variables. To fill this gap, we conduct a small real data-based simulation. In particular, the
estimated subgrouping structures, top three imaging features for each subgroup, and their estimated main
and interaction effects obtained above are taken as the true. Random errors are generated from a normal
distribution as in simulation, and the response values are computed from the linear regression models. With
100 replicates, for subgrouping accuracy, the mean (sd) values are 0.793 (0.08). For the main I effects,
the mean (sd) TP values are 0.927 (0.14) and 0.997 (0.03), and the mean (sd) FP values are 0.021 (0.01)
and 0.006 (0.01). For the I–E interactions, the mean (sd) TP values are 0.993 (0.04) and 0.960 (0.10), and
the mean (sd) FP values are 0.004 (0.00) and 0.008 (0.00). These results suggest that the subgrouping and
identification findings in the above data analysis are reasonably credible.

Data are also analyzed using the alternatives, which lead to significantly different subgrouping, selec-
tion, and estimation results. As it is impossible to determine which set of results is more sensible, we
conduct an indirect evaluation. Specifically, one subject is removed and form the testing data. The rest
of the subjects form the training data and are analyzed using the proposed and alternative methods. The

https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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https://academic.oup.com/biostatistics/article-lookup/doi/10.1093/biostatistics/kxab038#supplementary-data
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Fig. 2. Data analysis, PIPs for the top ten imaging features for the two subgroups separately.
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Table 2. Data analysis, top ten imaging features (for each subgroup), and their estimated main effects
and interactions

Image feature
Main Interaction with
effect age sex smoking stage

Subgroup 1
Texture_Variance_ImageAfterMath_3_03 37.751 −22.214
Texture_InverseDifferenceMoment_ImageAfterMath_3_03 6.016
Texture_InfoMeas1_ImageAfterMath_3_03 34.927 −2.519 −34.746 9.512 1.343
Texture_AngularSecondMoment_ImageAfterMath_3_02 −3.738
Neighbors_NumberOfNeighbors_Adjacent −8.971
ModuleError_11IdentifyPrimaryObjects 15.694
Granularity_4_ImageAfterMath 1.488
Granularity_15_ImageAfterMath.1 −103.689
Granularity_10_ImageAfterMath −12.48
AreaShape_Zernike_8_0 22.888 −30.9

Subgroup 2
Texture_InverseDifferenceMoment_ImageAfterMath_3_03 3.995
Neighbors_NumberOfNeighbors_Adjacent −0.958
Metadata_Series −100.833 1.262 100.984 1.417 0.111
Granularity_8_ImageAfterMath.1 5.579
Granularity_7_ImageAfterMath −1.818
Granularity_6_ImageAfterMath −9.533
Granularity_1_ImageAfterMath.1 6.934
ExecutionTime_13MaskImage −11.893
Count_Identifyeosinprimarycytoplasm −4.64
AreaOccupied_AreaOccupied_Identifyeosinprimarycytoplasm 0.84 9.394

training data estimation is used for predicting the testing data. The “removal, estimation, and prediction”
process is repeated across all the subjects. We note that it is not entirely clear which subgroup the removed
subject belongs to and hence which model should be used. We use the subgroup/model that most of its
subgroup members in the whole-data analysis belong to. The average squared roots of prediction MSE
(mean squared error) values are 18.36 (proposed), 20.44 (FMRLasso), and 19.33 (ICC), which provides
some support to the superiority of the proposed analysis.

5. DISCUSSION

In this study, we have significantly expanded the scope of supervised cancer heterogeneity analysis by
developing a Bayesian FMR approach that incorporates histopathological imaging features and, more
importantly, their interactions with E variables. This study has also provided an alternative way for ana-
lyzing cancer studies and histopathological imaging data. As described above, the proposed approach
also has multiple technical innovations, such as respecting the “main effects, interactions” hierarchy in
Bayesian analysis and not specifying the number of subgroups. Simulation has shown its advantageous
performance over the close competitors. In the analysis TCGA LUSC data, this study is the first to identify
two subgroups based on imaging data. The data-based simulation and prediction evaluation can provide
solid support to the credibility of our findings.

This study can be potentially extended in multiple ways. First, under the current model assumptions,
the mixture probabilities do not depend on covariates. There are multiple ways to relax this assumption.
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One is to specify a mixture of joint distributions of the response and covariates, and then the probabilities
of a subject belonging to different subgroups will vary with the value of its covariates. Another possibility
is to directly model the mixture probabilities, say, using logistic regression based on a subset of covariates.
These extensions demand additional model assumptions and may incur higher computational cost. Further,
it is of interest to consider alternative data types and models. With complex data structures and analysis
objectives, computation is more expensive than in some existing studies and may further increase for
larger data. It is of interest to develop more efficient computation. The adopted priors are the most popular
in existing literature and also computationally simpler. Yet, it may be of interest to consider alternative
priors. Comparing with additional alternatives in data analysis can help further establish the superiority
of the proposed approach. Finally, weaker signals have been observed in data analysis, and only internal
prediction evaluation has been conducted. Conducting experimental validation, although significant, is
beyond our scope. It is of interest to search for powerful data to generate more definitive findings and
conduct external prediction evaluation.

6. SOFTWARE

Software written in Julia, together with a brief readme file, is available at github.com/shuanggema/BHA-
hdInt.

SUPPLEMENTARY MATERIAL

Supplementary material is available online at http://biostatistics.oxfordjournals.org.
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