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The use of Artificial Intelligence (AI) is on track to
revolutionize healthcare, with performance in medical
tasks such as clinical diagnosis often being compara-
ble to expert-level accuracy, at least in the laboratory.
AI can play a significant role in healthcare, enabling
clinicians to make more accurate and timely di-
agnoses and devise effective treatment plans. Howev-
er, the amplification of pre-existing healthcare inequity
with the use of AI models is a legitimate concern.
Recent works have shown that medical imaging AI
models can easily encode and learn patient-sensitive
characteristics1 and cause significant performance
disparities between patient subgroups.2 Therefore, it is
encouraging to see more attempts, such as from
Glocker et al.,3 that evaluate methods for assessing
how sensitive patient information, such as ethnicity
and sex, are encoded and possibly used in model
predictions. Unfortunately, for many diagnostic and
prognostic clinical applications, the “ground truth”
used for fairness assessment metrics may already be
embedded with biases and laced with suboptimal
outcomes that are not explained by clinical features.
As such, the medical AI community needs to go
beyond solely evaluating the clinical readiness of AI
models with metrics that are predicated on potentially
biased and constantly shifting clinical ground truth.

A critical step towards addressing AI model bias and
subgroup disparities is the establishment of common
principles, guidelines, and standards that model de-
velopers adhere to. These standards would need to
emphasize the importance of fairness and transparency
in AI systems’ design and deployment. Proper docu-
mentation of model performance across patient sub-
groups is a minimum requirement. Depending on the
clinical use case, models should be designed and evalu-
ated with additional impact metrics that consider existing
health inequities and possible harm for disadvantaged
subgroups. Recent work by MEDFAIR,4 a benchmark for
building and evaluating fair medical imaging models, is a
contribution towards this. An ideal guideline would need
to cover requirements for appropriate debiasing
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techniques and evaluation metrics for different sources of
bias. These include, but are not limited to, bias arising
from dataset composition, model feature encoding, the
use of learned demographic features (also known as
shortcut features), and bias in ground truth labels.

Datasets can encode bias, such as from underrepre-
sentation of already disadvantaged subgroups. Clinician
bias can also be reflected in data and learned by AI. In
medical images, bias may even be introduced from ac-
cess to different quality scanners. These biases in the
data should be documented, e.g., by using “datasheets
for datasets”.5 Federated learning methods can also aid
in training/tuning model(s) on more varied databases
from different parts of the world and/or from under-
represented subgroups. Moreover, dataset bias miti-
gating strategies may be helpful, including dataset
preprocessing, e.g., reweighing unintended features so
that they are statistically independent of the target/
outcome label.6 However, it is unclear how well these
methods work for medical images.

Model feature encoding is another source of bias. AI
models can identify race and sex from medical images
across modalities and use these characteristics to detect
diseases, even when such characteristics are not asso-
ciated with the diagnosis.1 Even after removing sensitive
information from datasets, which may not even be
possible for medical images, models can still encode
and use other correlated features for prediction. The
“fairness through awareness” framework7 shows why
we cannot assume sensitive information has been
expunged from a dataset. The framework also offers a
metric-based approach for ensuring that a model’s la-
beling of similar individuals is indeed similar.

Furthermore, models can inherit disparities from
medical data through learning to depend on correlations
between unrelated input features (e.g., nonbinary
gender, immigration status), and the predicted out-
comes. Glocker et al. highlighted difficulties in detecting
what information is used in model predictions,3 despite
trying a range of methods from transfer learning, mul-
titask learning, and unsupervised exploration of feature
representations. Besides these methods, algorithmic
transparency, explainability and interpretability,8,9 focus
instead on understanding how encoded input features
are used for model prediction. Without an in-depth
understanding of what features AI models use in mak-
ing predictions, the promise of AI may not be realized.
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Few have explored metrics that quantify the effect of
training on potentially biased ground truth labels. The
closest in the fairness literature involves social welfare
functions6 that aim to capture the underlying social
phenomena and inequities when the model learns from
data. More work is needed to develop metrics that are
not completely reliant on ground truth labels for
assessing readiness of medical imaging AI tools. Short
of such metrics, intra- and post-processing de-biasing
techniques may help reduce subgroup performance
disparity. An example was employed in recent work on
neural network pruning and fine-tuning for chest X-ray
classifiers.10

AI in healthcare is intended to improve access to
quality healthcare, especially for those who are
marginalized. It is worrisome to find evidence across
many works that these models utilize non-clinical de-
mographic attributes and are likely to propagate existing
disparities. Current attempts to understand how imag-
ing models encode and use non-clinical demographic
information for prediction are encouraging, but are still
limited. More interdisciplinary communication and
collaboration between AI researchers, healthcare pro-
viders, social scientists, and the public would be needed
to advance fairness, transparency, and accountability of
medical imaging models.
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