
FEMS Microbes, 2022, 3, 1–9

DOI: 10.1093/femsmc/xtac022
Advance access publication date: 25 July 2022

Research Article – Microbes & Disease

Increased virus dissemination leads to enhanced lung
injury but not inflammation during influenza-associated
secondary bacterial infection

Amanda P. Smith1, Lindey C. Lane1, Ivan Ramirez Zuniga1, David M. Moquin2, Peter Vogel3, Amber M. Smith 1,*

1Department of Pediatrics, University of Tennessee Health Science Center, Memphis, TN, United States
2Department of Anesthesiology, Washington University School of Medicine, St. Louis, MO, United States
3Department of Pathology, St. Jude Children’s Research Hospital, Memphis, TN, United States
∗Corresponding author: Department of Pediatrics, University of Tennessee Health Science Center, Memphis, TN, United States. E-mail: amber.smith@uthsc.edu
One sentence summary: Histomorphometry of the IAV–Sp coinfected lung showing the areas of influenza NP-positive “active” lesions (red), previously infected
“inactive” lesions with minimal antigen-positive debris (green), or mixed active and inactive regions (orange) during IAV infection or IAV–Sp coinfection.
Editor: Catherine Satzke

Abstract

Secondary bacterial infections increase influenza-related morbidity and mortality, particularly if acquired after 5–7 d from the viral
onset. Synergistic host responses and direct pathogen–pathogen interactions are thought to lead to a state of hyperinflammation, but
the kinetics of the lung pathology have not yet been detailed, and identifying the contribution of different mechanisms to disease
is difficult because these may change over time. To address this gap, we examined host–pathogen and lung pathology dynamics
following a secondary bacterial infection initiated at different time points after influenza within a murine model. We then used a
mathematical approach to quantify the increased virus dissemination in the lung, coinfection time-dependent bacterial kinetics,
and virus-mediated and postbacterial depletion of alveolar macrophages. The data showed that viral loads increase regardless of
coinfection timing, which our mathematical model predicted and histomorphometry data confirmed was due to a robust increase
in the number of infected cells. Bacterial loads were dependent on the time of coinfection and corresponded to the level of IAV-
induced alveolar macrophage depletion. Our mathematical model suggested that the additional depletion of these cells following
the bacterial invasion was mediated primarily by the virus. Contrary to current belief, inflammation was not enhanced and did not
correlate with neutrophilia. The enhanced disease severity was correlated to inflammation, but this was due to a nonlinearity in
this correlation. This study highlights the importance of dissecting nonlinearities during complex infections and demonstrated the
increased dissemination of virus within the lung during bacterial coinfection and simultaneous modulation of immune responses
during influenza-associated bacterial pneumonia.
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Introduction
Influenza A virus (IAV) infections can be complicated by coin-
fecting bacterial pathogens, which has resulted in increased mor-
bidity and mortality during seasonal epidemics and pandemics
(Louria et al. 1959, Thompson 2004, Brundage and Shanks 2008,
Morens et al. 2008, Chien et al. 2009, Klugman et al. 2009, Morens
et al. 2009, Weinberger et al. 2012, Reed et al. 2015). Strepto-
coccus pneumoniae (Sp; pneumococcus) is a common coinfecting
pathogen that has accounted for up to 95% of influenza-related
mortality in past pandemics (Louria et al. 1959, Morens et al.
2008, Chien et al. 2009, Weinberger et al. 2012). The viral infec-
tion deteriorates both the physiological and immunological pro-
tective barriers and renders hosts more susceptible to invading
pathogens [reviewed in references McCullers (2006), Short et al.
(2012), Metzger and Sun (2013), Smith and McCullers (2014), Kash
and Taubenberger (2015), and Rynda-Apple et al. (2015)]. Viral
and bacterial strain and dose, the timing and order of infections,
and numerous host and pathogen factors seem to influence the
susceptibility and pathogenicity of severe pneumonia. However,
viral–bacterial coinfections are typically quite complex with mul-

tiple mechanisms concurrently affecting the dynamics, and cur-
rent knowledge about how each pathogen contributes and affects
lung pathology is limited.

Numerous studies have identified alveolar macrophages
(AM�s) as critical in defining bacterial susceptibility during in-
fluenza while neutrophils have a greater role in coinfection
pathogenicity [reviewed in references McCullers (2006), Short et
al. (2012), Metzger and Sun (2013), Smith and McCullers (2014),
Kash and Taubenberger (2015), and Rynda-Apple et al. (2015)]. The
dynamic depletion of AM�s throughout an IAV infection is predic-
tive of the initial trajectory and rate of bacterial growth during a
secondary pneumococcal infection and one reason why lethality
is maximal at 7 d postinfluenza, which is when AM� depletion
is at its greatest (Ghoneim et al. 2013, Smith et al. 2013, Smith
and Smith 2016). Our mathematical model was critical in defin-
ing this mechanism (Smith et al. 2013) and established a nonlin-
ear threshold that governs whether bacteria exhibit a growth or
clearance phenotype within the first 4 h of infection based on the
extent of AM� depletion and the bacterial inoculum size (Smith
and Smith 2016). However, bacterial loads rebound if they are not
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cleared within this time frame (Smith and Smith 2016). This may
be a consequence of further AM� loss due to either the bacteria
or virus, but currently no studies have defined the effect on these
cells once the bacteria has invaded.

Another important feature of an IAV–Sp coinfection is the re-
bound of viral loads (Smith et al. 2013, 2021), which few studies
have examined. Our previous studies quantified the rebound for
a coinfection 7 d after influenza (Smith et al. 2013, 2021), but it is
unknown whether this rebound occurs if the coinfection occurs
at other times or how much this affects disease severity. In addi-
tion, the underlying mechanism(s) leading to this increase in virus
have been more elusive. Our model hypothesized that it was the
consequence of a bacteria-induced increase in the rate of virus
production (Smith et al. 2013). While our model could not identify
the exact mechanism, there have since been a few studies that
identified mechanisms that could potentially lead to the viral re-
bound. One in vitro study showed that Staphylococcus aureus can
enter a virus-infected cell and interfere with the antiviral inter-
feron response, which led to an increase in viral loads (Warnking
et al. 2015). Whether pneumococcus can also do this is unknown.
Another study showed that CD8 T cells are depleted once the bac-
teria is introduced, which may contribute to an increase in viral
loads (Blevins et al. 2014), but our recent study on these cells (My-
ers et al. 2021) suggested that their level would need to be quite
low for this to lead to a significant and immediate increase in viral
loads. More recently, it was shown that the influenza virus can at-
tach to pneumococcus (Rowe et al. 2019). Although the in vivo con-
sequences were not thoroughly explored, it could feasibly lead to
an increase in virus dissemination in the lung. The current study
addresses this possibility.

If the increase in viral loads during bacterial coinfection is a
consequence of viral dissemination in the lung, we may expect
this to contribute to lung damage and, thus, disease severity. How-
ever, our recent study on influenza suggested that virus-induced
lung damage is nonlinearly related to disease severity (Myers et
al. 2021). In addition, inflammation, which had distinct dynam-
ics compared with the lung damage, was also nonlinearly re-
lated to the severity and log-linearly correlated to both inflam-
matory macrophages and neutrophils. While we may expect that
the significant neutrophilia during influenza-associated bacterial
infections would increase lung inflammation, these nonlineari-
ties make it difficult to directly assess the consequences of host–
pathogen interactions.

To better understand the host–pathogen dynamics during IAV–
Sp coinfection and the contributions of the virus, bacteria, and
host immune responses to lung pathologies, we combined a math-
ematical model with data from mice infected with influenza fol-
lowed by pneumococcus at either 3, 5, or 7 d postvirus infection
(pvi). The data showed that viral loads rebound regardless of coin-
fection timing, and the model suggested that this was primarily
due to an increase in the number of infected cells. This finding was
confirmed using quantitative histomorphometry, which showed
that the number of infected cells increases and does so more ro-
bustly for earlier bacterial invasion. At all coinfection times, ad-
ditional AM� loss was evident following bacterial establishment,
and our model suggested that this was primarily virus-mediated.
However, it was not sufficient to have a robust impact on bacte-
rial dynamics. Unexpectedly, inflammation was generally not en-
hanced during the coinfection and was not correlated with neu-
trophilia. These results highlight important nonlinearities in host–
pathogen dynamics and improve our knowledge of viral–bacterial
coinfections.

Materials and methods
Ethics statement
All experimental procedures were performed under protocols
O2A-020 or 17–096 approved by the Animal Care and Use Com-
mittees at St. Jude Children’s Research Hospital (SJCRH) or the
University of Tennessee Health Science Center (UTHSC), respec-
tively, under relevant institutional and American Veterinary Med-
ical Association (AVMA) guidelines. All experimental procedures
were performed in a biosafety level 2 facility, i.e. accredited by the
American Association for Laboratory Animal Science (AALAS).

Mice
Adult (6 week old) female BALB/cJ mice were obtained from Jack-
son Laboratories (Bar Harbor, ME) or Charles River Laboratories
(Wilmington, MA). Mice were housed in groups of five mice in high-
temperature 31.2 cm × 23.5 cm × 15.2 cm polycarbonate cages
with isolator lids (SJCRH) or in 38.2 cm × 19.4 cm × 13.0 cm solid-
bottom polysulfone individually ventilated cages (UTHSC). Rooms
used for housing mice were maintained on a 12:12-hour light:dark
cycle at 22 ± 2◦C with 50% humidity in the biosafety level 2 facility
at SJCRH (Memphis, TN) or UTHSC (Memphis, TN). Before inclu-
sion in the experiments, mice were allowed at least 7 d to accli-
mate to the animal facility such that they were 7 weeks old at
the time of infection. Laboratory Autoclavable Rodent Diet (PMI
Nutrition International, St. Louis, MO; SJCRH) or Teklad LM-485
Mouse/Rat Sterilizable Diet (Envigo, Indianapolis, IN; UTHSC) and
autoclaved water were available ad libitum. All experiments were
performed under an approved protocol and in accordance with
the guidelines set forth by the Animal Care and Use Committee
at SJCRH or UTHSC.

Infection experiments
The mouse-adapted influenza A/Puerto Rico/8/34 (H1N1; PR8) and
type 2 pneumococcal strain D39 were used for all experiments.
The viral infectious dose (TCID50) was determined by interpolation
using the Reed and Muench method (Reed and Muench 1938) with
serial dilutions of virus on Madin-Darby canine kidney (MDCK)
cells and hemagglutination of chicken red blood cells (cRBCs).
Bacterial infectious doses (CFU) were determined using serial di-
lutions on tryptic soy-agar plates supplemented with 3% sheep
erythrocyte (TSA plates). Inocula were diluted in sterile PBS and
administered intranasally (total volume of 100 μl, 50 μl per nos-
tril) to groups of five mice lightly anesthetized with 2.5% inhaled
isoflurane (Baxter, Deerfield, IL). For coinfection dynamics, mice
were infected with either PBS or 75 TCID50 PR8 at day 0 then with
103 CFU of D39 at 3, 5, or 7 d later. Animals were weighed daily
to monitor illness and mortality. Animals were weighed daily to
monitor illness and euthanized if they became moribund or lost
30% of their starting body weight.

Lung harvesting for titering and flow cytometry
Mice were euthanized by CO2 asphyxiation (SJCRH) or 33% isoflu-
rane inhalation (UTHSC). Lungs were digested with collagenase
(1 mg/ml, Sigma C0130), and physically homogenized by syringe
plunger against a 40 μm cell strainer. Cell suspensions were cen-
trifuged at 4◦C, 500 × g for 7 min. The supernatants were used to
determine the viral and bacterial titers. Following red blood cell
lysis, cells were washed in MACS buffer (PBS, 0.01 M HEPES, 5 mM
EDTA, and 5% heat-inactivated FBS). Cells were then counted with
trypan blue exclusion using a Cell Countess System (Invitrogen,
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Grand Island, NY) and prepared for flow cytometric analysis as
indicated below.

Lung immunohistopathology and
immunohistochemistry (IHC)
The lungs from IAV infected mice were fixed via intratracheal in-
fusion and then immersion in 10% buffered formalin solution.
Tissues were paraffin-embedded, sectioned, and stained for in-
fluenza virus using a primary goat polyclonal antibody (US Biolog-
ical, Swampscott, MA) against influenza A, USSR (H1N1) at 1:1000
and a secondary biotinylated donkey antigoat antibody (sc-2042;
Santa Cruz Biotechnology, Santa Cruz, CA) at 1:200 on tissue sec-
tions subjected to antigen retrieval for 30 min at 98◦C. The ex-
tent of virus spread was quantified by capturing digital images of
whole-lung sections (2D) stained for viral antigen using an Aperio
ScanScope XT Slide Scanner (Aperio Technologies, Vista, CA) then
manually outlining defined fields. Alveolar areas containing virus
antigen-positive pneumocytes were highlighted in red (defined as
“active” infection), whereas lesioned areas containing minimal or
no virus antigen-positive debris were highlighted in green (defined
as “inactive” infection). Lesions containing a mix of virus antigen-
positive and antigen-negative pneumocytes were highlighted in
orange (defined as “mixed” infection). The percentage of each de-
fined lung field was calculated using the Aperio ImageScope soft-
ware. Pulmonary lesions in HE-stained histologic sections were
assigned scores based on their severity and extent. Pulmonary le-
sions were assigned severity scores on a scale from 0 to 5 by a
veterinary pathologist, where 0 = normal: no tissue affected, 1 =
minimal: rare or inconspicuous lesions, 2 = mild: multifocal or
small, but prominent lesions, 3 = moderate: multifocal, promi-
nent lesions, 4 = marked: extensive to coalescing lesions or ar-
eas of inflammation with some loss of structure, and 5 = severe:
extensive or diffuse lesions with effacement of normal structure.
Intermediate severity grades were assigned where necessary.

Flow cytometric analysis
Single cell suspensions were stained for flow cytometric anal-
ysis. Fc receptors were blocked using human-γ globulin, fol-
lowed by surface marker staining with antimouse antibodies:
CD11c (eFluor450, clone N418, eBioscience), CD11b (Alexa700,
clone M1/70, BD Biosciences), Ly6G (PerCp-Cy5.5, clone 1A8, Bi-
olegend), Ly6C (APC, clone HK1.4, eBioscience), F4/80 (PE, clone
BM8, eBioscience), CD3e (PE-Cy7, clone 145–2C11, BD Biosciences
or BV785 Biolegend), CD4 (PE-Cy5, clone RM4-5, BD Biosciences),
CD8a (BV605, clone 53–6.7, BD Biosciences), CD49b (APC-Cy7, Bi-
olegend or APC-e780, clone DX5, Affymetrix Inc), and MHC-II
(FITC, clone M5/114.15.2, eBioscience). Samples were run on a
LSRII Fortessa (Becton Dickinson, San Jose, CA) and data were ana-
lyzed using FlowJo 10.0.8 (Tree Star, Ashland, OR). Viable cells were
gated from a forward scatter/side scatter plot and singlet inclu-
sion. Following neutrophil exclusion (Ly6Ghi), macrophages (M�)
were gated as CD11chiF4/80hi with alveolar macrophages (AM�)
subgated as CD11b– and inflammatory macrophages (iMacs) as
CD11b+. AM� were confirmed to have high side-scatter and be
negative for MHC-II, CD11b, CD3e, CD4, CD8a, and DX5. The abso-
lute numbers of cells were calculated based on the gating of viable
events by flow cytometry and normalized to the total number of
viable cells in the lung digest.

Mathematical model
We used differential equation models that describe IAV infec-
tion (Smith et al. 2018, Myers et al. 2021) and IAV–Sp coinfection

(Smith et al. 2013). Briefly, target cells become infected with the
virus at rate βV (β = 5.5e-5 per TCID50/day). These cells tran-
sition from an eclipse phase (I1) at rate k (4/d) before the cells
(I2) produce virus (V) at rate p (3.2 TCID50/cell/d), which was as-
sumed to be enhanced by the presence of bacteria (B) according
to the function aBz (a = 3e-4 per CFU; z = 0.5). Virus is cleared
at rate c (18.1/d), and virus-producing infected cells are cleared
in a density-dependent manner at rate δ(I2) = δ/(Kδ+I2) (δ = 1.7e6
cells/day; Kδ = 1.4e5 cells). Bacteria are produced logistically at
rate r (27 CFU/d) and carrying capacity KB (2.8e7 CFU) and cleared
by alveolar macrophages (AM) at rate γ (B) = γ KM

2n2/(B2+ KMn2) (γ
= 1.4e-4; KM = 7.5e5; n = 5), i.e. reduced with AM� loss (ϕ(AM) = 1-
AM/AM(0) is the percentage of depletion). AM�s were assumed to
be constantly produced at rate sA (3.0e5 cells/day), cleared at rate
dA (3.3 per day), and depleted by an unknown intermediate (C) at
rate ρ (7.4e6 per C/d). This intermediate was assumed to be pro-
duced proportional to the infected cell classes at rates ν1 (6.1e-3
C/cell/d) and ν2 (6.1e-2 C/cell/d), respectively, and at rate ω (3.1e-7
per cell/d) after a delay τ (2.6 d) and cleared at rate dC (1.5 per day).
Inflammation (LI) was modeled by assuming that virus-infected
cells (I1 and I2) produce cytokines that result in the infiltration of
other cells (e.g. macrophages and neutrophils). The parameters
α1 (4.3e-7 score/cell/day) and α2 (8.7e-8 score/cell/day) define the
contribution from each infected cell class.

dT
dt

= − βTV. (1)

dI1

dt
= βTV − kI1. (2)

dI2

dt
= kI1 − δI2

Kδ + I2
. (3)

dV
dt

= pI2 (1 + aBz) − cV. (4)

dB
dt

= rB
(

1 − B
KB

)
− γ (B) B (1 − ϕ (AM)) . (5)

dAM

dt
= sA − dAAM − ρAMC. (6)

dC
dt

= ν1I1 + ν2I2 + ωCI2 (t − τ ) − dCC. (7)

dLI

dt
= α1 I1 + α2I2. (8)

The function cumtrapz in MATLAB was used to estimate the
CAUC of the infected cells (I2).

Statistical analysis
Unpaired t-tests were used on the linear values of the data to as-
sess the significance. P values of < 0.05 were considered signifi-
cant. The function polyfit in MATLAB was used to perform linear
regressions.

Results
IAV–Sp coinfection kinetics vary depending on
time of bacterial initiation
To better assess the dynamics during IAV–Sp coinfection, BALB/cJ
mice were infected with 75 TCID50 influenza A/Puerto Rico/8/34
(PR8) followed by either a mock infection or 103 CFU type 2 pneu-
mococcus strain D39 at 3, 5, or 7 d pvi (Fig. 1). In the IAV-infected
groups, the depletion of AM� was evident immediately after in-
fluenza where 17% were lost within 1 d pvi. Similar to our prior
results, this continued to increase significantly and was maximal
at 7 d pvi with an ∼83% loss (Ghoneim et al. 2013, Smith et al.
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Figure 1. IAV–Sp coinfection kinetics. Viral titers, bacterial titers, and alveolar macrophages (AM�) during IAV infection (75 TCID50 PR8; black squares)
or IAV–Sp coinfection (colored circles), where animals were infected with 75 TCID50 PR8 followed by 103 CFU D39 at 3 d (A; magenta), 5 d (B; green), or
7 d (C; blue) pvi. Data are shown for five individual animals with virus, bacteria, and AM� simultaneously measured. Dynamics of the model
in Equations (1–8) are shown (solid line) for each scenario, and two trajectories with differing values of KM = 7.5e5 (solid) or 4e5 (dashed) are shown for
a coinfection at 3 d pvi. (D) Percentage of weight following IAV infection (black squares) or IAV–Sp coinfection (colored circles). Time indicates time
postinfluenza infection.

2013). The loss of these cells increased during IAV–Sp coinfected
groups where 66%, 89%, and 94% of the cells were lost within 48 h
after bacterial infection at 3, 5, or 7 d pvi, respectively, compared
with 56%, 83%, and 62% at the same time points during IAV infec-
tion (Fig. 1A–C).

Consistent with our prior study showing the importance of the
ratio of bacteria to AM�s in defining the initial trajectory and het-
erogeneity of bacterial loads, the kinetics of pulmonary bacterial
loads depended on the day of coinfection (Fig. 1). When animals
were infected with bacteria at 3 d pvi, which is below an initial
dose threshold (Smith and Smith 2016), 30%–40% of the animals
were able to clear the bacteria while others had their bacterial
loads at higher levels [maximum of 5.38 log10 colony forming units
(CFU)] at 24 h pbi (Fig. 1A). By 72 h pbi, the maximum reached 7.58
log10 CFU. Our prior study showed if clearance occurs, it would be
within the first 4 h (Smith and Smith 2016). In addition, the het-
erogeneity was reproducible and decreased as the ratio of bacteria
to AM�s is closer to the initial dose threshold (Smith and Smith
2016). This was observed in the groups that were coinfected at
5 d pvi, where bacterial loads were higher at 24 h and 48 h pbi
(maximums of 7.50 and 8.12 log10 CFU, respectively), on average,
compared to the 3 d coinfected groups (average of 5.84 and 6.67

log10 CFU versus 2.90 and 3.35 log10 CFU; P = 0.08 and P = 0.04),
and the heterogeneity was reduced (SD: 1.6 and 1.8 versus 2.2 and
3.1; Fig. 1B). However, some animals had bacterial levels that were
below the value of the inoculum (minimum was 2.24 log10 CFU).
The heterogeneity was relatively abolished during a coinfection
at 7 d pvi (SD: 0.4 and 0.6), where all animals had high bacterial
loads (average of 7.69 log10 CFU) that stayed relatively constant
(Fig. 1C). Similar to prior studies (Ghoneim et al. 2013, Smith and
Smith 2016), these coinfection time-varying dynamics correspond
to the level of AM� depletion at the time of coinfection.

Viral loads, on the other hand, were not dependent on the time
of coinfection. Rather, viral loads in the lungs of coinfected ani-
mals rebounded following coinfection for each group with signif-
icantly higher levels by 24 h pbi (P < 0.01; Fig. 1). Interestingly, the
pattern was similar regardless of the coinfection timing and viral
clearance was only visible during the 7 d coinfection, a time when
robust CD8+ T cell-mediated clearance is occurring (Myers et al.
2021). On the time scale that we evaluated (24–72 h pbi), mortality
only occurred in the 7 d coinfection group with 1/10 succumbing
to the infection at 48 h pbi and 3/10 at 72 h pbi. Of the remaining
animals at 72 h pbi, four were able to clear the virus. Weight loss
significantly increased by > 10% within 72 h pbi during each of the
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coinfections [3% versus 17% (3 d coinfection); 7% versus 18.3% (5
d coinfection); and 13.4% versus 23.5% (7 d coinfection); all P <

0.01; Fig. 1D].

Modeling coinfection kinetics suggests
contributions of different mechanisms
To better detail the dynamics of the viral rebound, bacterial
growth, and AM� depletion, we simulated the model in Equations
(1–8) for each coinfection timing (Fig. 1). As expected, the model
produced time-varying bacterial load dynamics due to the deple-
tion of AM�s where the model predicted immediate clearance of
bacteria if the coinfection was initiated at 3 d pvi but rapid growth
if it was given at 5 or 7 d pvi. Small alterations to one parameter
(KM) could reproduce variable dynamics (outgrowth versus clear-
ance) in the 3 d coinfection group (Fig. 1A), confirming the tight
regulation of the underlying processes. Interestingly, the dynam-
ics of the intermediate that creates the decline in AM� within
our model [C; Equation (7)] matched the dynamics of IFN-γ (not
shown) during IAV infection, which aligns with prior reports sug-
gesting this cytokine mediates their decline (Verma et al. 2020). In
our prior work, modeling a bacterial coinfection at 7 d pvi (Smith
et al. 2013), our mathematical model suggested that the rate of
virus production was increased by the bacteria according to the
nonlinear function aBz. However, including only this term in the
model was insufficient to replicate the data for coinfections at 3
or 5 d pvi when bacteria were at lower levels. Because influenza
virus can attach to pneumococci (Rowe et al. 2019), we hypothe-
sized that this may transport the virus to new areas of the lung,
which would increase the number of susceptible cells available
for the virus to infect. Increasing the number of target cells by
1.8e7, 1.1e7, or 3.2e6 cells for coinfections at 3, 5, or 7 d pvi, re-
spectively, was able to recover the viral load dynamics (Fig. 1).
With the increased number of infected cells, the model predicted
an additional loss of AM�s, but it was not sufficient to capture
the stark decline in these cells at 7 d pvi. However, assuming that
interactions between AM�s and bacteria could also lead to their
decline produced dynamics consistent with the data (Fig. 1C), and
supports the unaltered IFN-γ dynamics during coinfection (not
shown).

Enhanced virus-induced lung injury during
bacterial coinfection
To examine whether our model predicted the increase in infected
cells accurately, we quantified these cells using whole lung histo-
morphometry (Fig. 2). The percentage of the lung that was infected
by IAV significantly increased for coinfections at 3, 5, or 7 d pvi, re-
spectively. The influenza nucleoprotein (NP)-positive areas of the
lung (“active” lesions) significantly increased for coinfections at 3
or 5 d pvi and were only slightly higher for a coinfection at 7 d
pvi (Fig. 2A–D). For a coinfection at 3 d pvi, the percentage of the
lung that was infected by IAV rose from ∼20% (3 d pvi) to ∼74%
within 48 h pbi versus 29.7% in the IAV-infected group at the same
time point (5 d pvi; P < 1e-6). No cleared (“inactive”) lesions were
visible in either the IAV-infected or IAV–Sp coinfected groups be-
tween 3 and 5 d pvi. For a coinfection at 5 d pvi, the % of the lung
that was infected by IAV rose from ∼30% (5 d) to ∼65% within 48 h
pbi versus ∼37% in the IAV-infected group at the same time point
(7 d pvi; P < 0.001). No cleared (“inactive”) lesions were visible in
the IAV–Sp coinfected groups while there was clearance (11.66%
of the lung) beginning in the IAV-infected group (Fig. 2E). For a
coinfection at 7 d pvi, the % of the lung that was infected by IAV
increased slightly to ∼0.5% at 48 h pbi compared to 0% (P > 0.05)

for IAV-infected groups at the same time point (9 d pvi). However,
additional infection and subsequent clearance were more visible
in the images and quantification of the inactive lesion where the
damaged area was at an average of 53.8% in the coinfected group
and 42.6% ( P = 0.2) in the IAV-infected group at 9 d pvi.

Our prior work established that the percentage of the active
lesion could be estimated using the cumulative area under the
curve (CAUC) of the productively infected cells (I 2) because it was
a measure of the influenza-positive cells. Plotting the CAUC of I2

against the percentage of active lesion for each of the coinfec-
tions showed that our model-predicted increase in the number
of infected cells was accurate (Fig. 2D). In addition, we previously
found that, during an IAV infection, the percentage of total lesion
nonlinearly correlates to weight loss and could be approximated
using a Hill (S-shaped) function (Myers et al . 2021; Fig. 2F). How-
ever, this function saturated once the total lesion was at ∼40%
and the weight loss was > 6%. Thus, alterations to this correla-
tion were not needed due to the high levels of weight loss.

Inflammation is relatively unaffected by bacterial
coinfection
In addition to quantifying the amount of the lung that was in-
fected, the lungs were also scored for alveolar and interstitial in-
flammation. Unlike the IAV infection where alveolar and intersti-
tial inflammation were similar in their scores (Myers et al. 2021;
Fig. 3A), these two measurements had some differences during
the coinfection. However, the scores showed that alveolar and in-
terstitial inflammation were not enhanced after a coinfection at
3 (all P > 0.1), 5 ( P > 0.1 for 24 h pbi), or 7 (all P > 0.2) d coinfec-
tion with the exception of 48 h after a 5 d coinfection (Fig. 3A). At
this time point, the alveolar inflammation score was, on average,
4.8 out of 5 compared with 3 out of 5 (P = 0.0008) during an IAV
infection, while the interstitial inflammation was lower (average
score of 3 for all groups), which was similar to the score during an
IAV infection (3.4 out of 5; P > 0.1).

In our prior work, we approximated the inflammation dynam-
ics with Equation (8) (Fig. 3A), which assumes inflammation can
be approximated using the infected cell dynamics (Myers et al.
2021). Plotting this equation for the coinfections was accurate if
the bacteria was given at 7 d pvi, but overestimated the amount
of inflammation for the other two timings due to the heightened
number of new infected cells (Fig. 3A), suggesting either that other
cells are helping reduce the inflammation during the earlier time
points (i.e. 3–5 d pvi) or that our equation is too simplistic.

Similar to the connection between lung lesions and disease
severity, we also found inflammation tightly and nonlinearly cor-
related to disease severity during an IAV infection. This could also
be approximated using a Hill (S-shaped) function (Myers et al.
2021; Fig. 3B), which saturated once inflammation reached a score
of 3.4–3.6 and the weight loss was > 6%. Because the weight loss
was greater than this amount and inflammation was not altered,
the correlation between inflammation and weight loss was still
accurate (Fig. 3B).

We previously found that inflammation was log-linearly corre-
lated to macrophages and neutrophils (Myers et al. 2021; Fig. 3C
and D). Because neutrophils are known to enhance disease dur-
ing IAV–Sp coinfections, we plotted inflammation against these
cells for the coinfections. This suggested that inflammatory
macrophages were again correlated with inflammation. Compara-
tively, neutrophils were significantly exacerbated during the coin-
fection and did not support the same log-linear correlation as in
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Figure 2. Histomorphometry of the IAV–Sp coinfected lung. (A)–(C) Whole lung sections with histomorphometry showing the areas of influenza
NP-positive “active” lesions (red), previously infected “inactive” lesions with minimal antigen-positive debris (green), or mixed active and inactive
regions (orange) during IAV infection (Myers et al. 2021; 75 TCID50 PR8; top) or IAV–Sp coinfection (bottom), where animals were infected with 75
TCID50 PR8 followed by 103 CFU D39 at 3, 5, or 7 d pvi. Day pvi is indicated, and representative images from each group are shown. (D)–(E) Percent
active lesion (D) and inactive lesion (E) for IAV (Myers et al. 2021; black) and IAV–Sp (magenta, 3 d coinfection; green, 5 d coinfection; and blue, 7 d
coinfection). For the active lesion, the cumulative area under the curve (CAUC) of the predicted infected cell dynamics (I2) is plotted (solid line). To
include the data and CAUC(I2) on the same scale, the CAUC(I2) was multiplied by a scaling factor of 14.2% per 1 × 107 cells. (F) Fit of a saturating
function (black line) to the mean percental total lesion, which is the addition of the active and inactive lesions, and mean weight loss for all time
points during IAV infection (Myers et al. 2021). All data are shown as mean ± standard deviation.

the IAV-infected groups. Refitting a line to these data did not sup-
port a strong correlation between neutrophils and inflammation.

Discussion
Secondary bacterial infections increase influenza-associated dis-
ease and understanding their complex dynamics and impact on
the lung is important to crafting better therapeutic strategies.
Comparing the dynamics at different coinfection timings and us-
ing a mathematical approach allowed us to better evaluate time-
dependencies and whether different effects were independent
mechanisms or downstream consequences.

Both clinically and experimentally, bacterial complications are
most pronounced after 5–7 d of influenza, and our data support
reduced bacterial outgrowth at earlier time points. However, there
was a larger impact on the lung when animals were infected with
bacteria at 3 d pvi compared to 5 d pvi, which was also greater than
7 d pvi (Fig. 2). While one might expect increased virus dissemina-
tion in the lung to significantly impact disease severity, it seems to
play a relatively minor role. This may be why antiviral administra-
tion has little impact on the outcome of influenza-associated bac-
terial coinfections (McCullers 2004, 2011, Smith 2016). Our model
and data indicated that bacterial presence allowed the virus to in-
fect new areas of the lung, which may be a consequence of direct
attachment of the virus to the bacteria (Rowe et al. 2019). Inter-
estingly, bacterial coinfection with other viruses, such as SARS-

CoV-2, does not result in increased viral loads or new areas of the
lung becoming infected (Smith et al. 2022). Here, the model also
suggested that an increase in virus production was still playing
a role, albeit smaller than the increase in the number of infected
cells. Reduced IFN signaling was observed during influenza coin-
fection with S. aureus in vitro in primary bronchial epithelial cells
(Warnking et al. 2015). This may be more difficult to tease apart in
vivo given the robust increases in IFN-β during IAV–Sp coinfection
(Li et al. 2012, Lee et al. 2015, Shepardson et al. 2016), which may
be from a combination of virus-infected cells and immune cells.

The increased heterogeneity in bacterial loads during a coinfec-
tion at 3 d pvi was not reflected in the heterogeneity in viral loads
or postbacterial AM� levels, which also did not depend on the
time of bacterial initiation. This seems to support our model re-
sult suggesting that the additional AM� loss was due primarily to
the increase in virus-infected cells, and our prior results showing
that AM�s were not significantly depleted during a high-dose pri-
mary bacterial infection (Smith et al. 2021). Curiously, additional
mechanisms were needed in the model to capture the postbac-
terial decline in AM�s at the 7 d coinfection (Fig. 1C), but this
could be because these cells may be in a different state (e.g. en-
gaged in wound healing and/or population restoration) at the time
when the CD8+ T cells were arriving to rapidly clear infected cells
(Myers et al. 2021). Although our current model excludes CD8+ T
cells, we would not expect their depletion (Blevins et al. 2014) to
strongly contribute to the viral rebound. This speculation is sup-
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Figure 3. Lung inflammation during IAV–Sp coinfection. (A) Fit of the model to the alveolar (circles) and interstitial (triangles) inflammation scores
from an IAV infection (Myers et al. 2021; 75 TCID50 PR8; white) or simulation of the equation for IAV–Sp coinfection [75 TCID50 PR8 followed by 103 CFU
D39 at 3 d (magenta), 5 d (green), or 7 d (blue) d pvi]. Data are shown as mean ± standard deviation. (B) The average alveolar and interstitial
inflammation scores plotted against the average percent weight loss. Fit of a saturating function (black line) to the mean alveolar (solid line) and
interstitial (dashed line) inflammation scores and mean weight loss for all time points during IAV infection (Myers et al. 2021). (C)–(D) Regression
analysis of the average alveolar inflammation and interstitial inflammation scores with the average (C) log10 inflammatory macrophages (iMacs;
F480hiCD11chiCD11b+) and (D) log10 neutrophils (Ly6Ghi) for IAV infection (Myers et al. 2021; solid line). During IAV–Sp coinfection, the log-linear
correlation between neutrophils and inflammation scores was not similar to IAV infection and the line was refit to these data (dashed line).

ported by the ability of some to clear virus during the 7 d coin-
fection (Fig. 1C). It is also based on our previous findings showing
that the CD8+ T cell population would need to be quite low for
a robust impact on virus clearance (Myers et al. 2021). However,
evaluating their loss during IAV–Sp coinfection more definitively
is the subject of our ongoing studies.

Numerous studies report that influenza–bacterial coinfection
is hyperinflammatory and that severity is a result of robust im-
mune cell infiltration and hyperproduction of proinflammatory
immune cytokines (McCullers 2006, Short et al. 2012, Metzger
and Sun 2013, Smith and McCullers 2014, Kash and Taubenberger
2015, Rynda-Apple et al. 2015). It is, thus intriguing that inflam-
mation was not significantly enhanced in most of our coinfec-
tion groups, at least not within the first 24–48 h pbi. This is
largely due to the nonlinearity of the relation (Myers et al. 2021;
Fig. 3), which saturates for large weight losses. We found it es-
pecially interesting that the significant increases in the amount
of the lung that became infected with the virus during the coin-
fections at 3 or 5 d pvi had no impact on inflammation. This
may be due to these timings being at the height of the innate
response, which could feasible reduce any ensuing inflamma-
tion. The log-linear correlation with macrophages may be sup-
portive (Fig. 3C). Comparatively, a coinfection at 7 d pvi is at a
point where the switch from innate to adaptive has occurred. Nev-
ertheless, these data highlighted limitations in our mathemati-
cal approximation of inflammation, which was quite simplistic
but the first detailing of the dynamics during influenza (Myers
et al. 2021).

Although our model, which excluded neutrophils and inflam-
matory macrophages, was able to produce rebounding bacterial
dynamics (e.g. Fig. 1B), it was not on the time scale that our
prior study indicated this rebound occurs at (i.e. ∼3–4 h; Smith
and Smith 2016) and the additional AM� loss was not profound
enough to have a strong influence on the bacterial dynamics. We
might anticipate that neutrophils arriving at this time would be
able to clear the infection, particularly for the animals whose bac-
terial loads were less than 102-103 CFU, but this does not seem
to be the case. Neutrophil dysfunction has been noted in numer-
ous studies (Abramson et al. 1982, Abramson and Wheeler 1994,
Colamussi et al. 1999, Engelich et al. 2001, McNamee and Harm-
sen 2006, Ishikawa et al. 2016), and our recent work showed that
bacterial metabolism may affect the function of these cells par-
ticularly during viral–bacterial coinfection (Smith et al. 2021). In
that study, postbacterial pathogenicity could be ameliorated with
the deletion of select bacterial genes. This was also sufficient to
decrease the type I IFN response, which has been proposed to re-
sult in defective neutrophil function and recruitment, high bacte-
rial burden, and increased mortality (Shahangian et al. 2009, Li et
al. 2012, Shepardson et al. 2016). Better detailing the dynamics of
these responses using mathematical models should be interesting
and fruitful.

In conclusion, the pairing of time-resolved data with a mod-
eling approach stressed the importance of understanding non-
linearities in host–pathogen dynamics and the time dependency
of different interactions between influenza and invading bacte-
ria. Continuing to establish the predictive capabilities of models
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like the one here should improve our knowledge of viral–bacterial
coinfections and our ability to forecast their impact on the lung.
This should increase our chances of finding new ways to treat or
prevent coinfections.
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Supplementary data is available at FEMSMC online.
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