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A B S T R A C T   

Background: Medical artificial intelligence (AI) in varying degrees has exerted significant influence on many 
medical fields, especially in the midst of the COVID-19 pandemic. However, little is known regarding how to 
address the reluctance of medical staff to use AI technology. While recent research has highlighted the impor
tance of medical staff participation in the development of AI, the current understanding of influence of medical 
staff participation on acceptance of AI is limited. 
Objectives: To provide insights into the mechanism that how medical staff participation impacts on the medical 
staff’s acceptance of AI and to examine the moderating effect of speciesism. 
Methods: This study was conducted from 6th August to 3rd September. Data was collected from doctors and 
nurses and a total of 288 valid questionnaires were obtained. Smart PLS 3.2.8 was used as partial least square 
(PLS) software to validate the research model. 
Results: The study determined that medical staff participation had a significant impact on acceptance of medical 
AI-IDT (β = 0.35, p ≤ 0.001) and acceptance of medical AI-ADT (β = 0.44, p ≤ 0.001). The results also show that 
AI self-efficacy and AI anxiety have significant mediating effects and speciesism has significant moderating ef
fects among the theoretical model. 
Conclusions: This study provides insights into ways to explore influence factors of acceptance of AI based on user 
participation perspective. The results indicate that medical staff participation enhances acceptance of medical AI 
through the cognitive path (i.e., AI self-efficacy) and the affective path (i.e., AI anxiety). These results have 
practical implications for how organizations assist the staff to accommodate themselves to AI technology in the 
future.   

1. Introduction 

World Health Organization reported a global shortage about 13 
million in healthcare workers by 2035 [1]. Medical artificial intelligence 
(AI) refers to the application of artificial intelligence (e.g., machine 
learning, representation learning, deep learning and other intelligent 
algorithms and technologies) in the medical scenarios such as auxiliary 
diagnosis, risk prediction, triage, health and hospital management [2]. 
During the period of COVID-19, medical AI alleviates the workload of 
medical staff [3], through medical AI imaging and AI triage [4,5]. 

Although medical AI benefits the process of healthcare system, there 
are still many obstacles in motivating medical staff to accept AI [6]. For 

some medical staff, engagement with AI demands higher level of capa
bilities to deal with extra and unpredictable work tasks [7,8] and the 
possibility of being replaced by AI has triggered considerable stress 
[9,10]. Thus, it is imperative for organizations to know how to boost 
acceptance of artificial intelligence for medical staff in the healthcare 
industry. 

Previous studies mainly focused on the impacts of technical char
acteristics (e.g., intelligence, anthropomorphism) [11], user’s cognition 
(e.g., perceived usefulness; perceived privacy risk) [12,13] and AI ethics 
(e.g., information transparency, algorithm discrimination) [14] on 
user’s acceptance of AI. Although the importance of participation in 
successful adoption has been examined in the context of general 
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technology [10], previous studies ignored the perspective of user 
participation when discussing the impact mechanism of users’ accep
tance of AI [15,16]. Meanwhile, with regard to research on the ethical 
AI, the importance of user participation has been highlighted [17,18]. 
The pattern of user involving in development process by performing 
various activities is namely user participation [19]. In application sce
narios of medical AI, medical staff participation refers to the mode that 
medical staff participate in development process of AI by providing in
formation resources, such as their demands and feedback. 

Although employees’ acceptance of AI differs from customers’ 
acceptance, scholars have paid limited attention to employees’ accep
tance [15,20]. For medical staff, the application of medical AI has 
changed their working scenarios. That is, human relationships have 
been substituted by human-AI relationships [20,21]. As a result, it is 
critical to consider the change of working scenarios when discussing 
acceptance of medical AI. When medical staff use or cooperate with AI in 
their work, they have the dual roles of employees providing medical 
service and AI technology users. According to the stimulus-organism- 
response (SOR) framework, medical staff participation could be regar
ded as a stimulus, which might influence employees’ internal psycho
logical states towards medical AI, subsequently impacting their work 
behavior [22]. Drawing on the SOR framework, our research considers 
the dual roles of medical staff, and discusses how medical staff partici
pation in AI development impacts acceptance of medical AI. 

Our research aims to make the following contributions. First, by 
investigating the impacts of medical staff participation on acceptance of 
medical AI, we advance a potential perspective for future research on 
acceptance of AI. Previous research explored the influencing factors of 
AI acceptance which were confined to technical characteristics, cogni
tion of customers and ethics of AI [11,13]. Going beyond the traditional 
standpoints, we respond to the calls of the scholars [15] and deepen the 
understanding of how medical staff participation in development pro
cess of AI influences their attitude towards AI. Second, we found a dual- 
path model to demonstrate the psychological mechanism of how med
ical staff participation influences their acceptance of AI based on the 
SOR framework (i.e., the cognitive path & the affective path), and 
extended the SOR framework in terms of employee-AI interaction. 
Third, by examining speciesism as a boundary condition of the rela
tionship between medical staff participation and AI anxiety, we high
light the importance of group threat viewpoint in shaping employees’ 
responses to the new technologies. 

2. Theoretical background 

2.1. Acceptance of medical AI 

Surveying the AI Health Care Landscape and AI released by Amer
ican Medical Association provided examples of medical AI application 
for diagnosis and treatment, such as medical triage, diagnosis of dis
eases, intelligent CT image recognition, etc. [23]. Scholars classified the 
application of medical AI into medical AI for independent diagnosis and 
treatment (medical AI-IDT) and medical AI for assistive diagnosis and 
treatment (medical AI-ADT) [24]. According to their study, patients 
showed different acceptance of medical AI-IDT and medical AI-ADT due 
to their unique self-responsibility attribution. 

In application scenarios of medical AI, medical staff have the dual 
roles of medical institution employees and AI technology users. Em
ployees’ acceptance of AI is defined as “employees’ willingness to 
accept, supervise, manage, and cooperate with service AI” [25]. 
Therefore, this study classifies acceptance of medical AI into “accep
tance of medical AI-IDT” and “acceptance of medical AI-ADT” based on 
the prior literature [24], taking account of the working scenarios where 
medical staff use AI. Medical AI-IDT defines a sort of artificial intelli
gence making diagnosis, treating diseases and analyzing medical cases 
without help from medical staff. Medical AI-ADT defines a sort of arti
ficial intelligence assisting medical staff to complete non-treatment 

medical work, such as leading the ways, helping with the enquiries, 
disinfecting the wards and assisting the operations. 

2.2. Medical staff participation and acceptance of medical AI 

User participation in development process refers to the mode in 
which users provide information and other related resources for product 
development on the basis of their own demands [26]. Considering our 
research context, we define medical staff participation in AI develop
ment process as the mode that medical staff participate in the devel
opment of medical AI by offering needs, feedback and relevant 
resources. 

The SOR model has been used in AI scenarios in previous studies. For 
example, Scholars have examined the impact of AI decision-making 
transparency on employee trust based on the SOR model [27]. Mean
while, a few scholars have examined the stimulus in the field of tech
nology acceptance and organizational behavior, such as the 
characteristics of products and work environment [28–30]. According to 
the SOR framework, work environment and individual situational fac
tors will stimulate employees’ cognitive and affective state, and thus 
affecting their behavioral outcomes. Specifically, positive reactions will 
lead to approach behaviors while adverse reactions may cause avoid
ance behaviors [22,27]. Recent research on hotel information manage
ment systems (HIMS), telemedicine services presented participation as a 
mechanism through which stimuli can sustain usage intentions [19,31]. 
Under application scenarios of medical AI, medical staff participation in 
the development process of medical AI can be regarded as a stimulus. By 
participating in AI development, medical staff can have AI co-workers 
fitter for them by providing feedback and their demands [32]. In addi
tion, previous studies have pointed out that medical staff participation 
in AI development is helpful for the improvement of the transparency 
and interpretability of ethical medical AI [33,34], which is key for 
accelerating users’ adoption of medical AI. Therefore, drawing on the 
SOR framework, we argue that the positive consequences of medical 
staff participation in AI development are likely to improve their atti
tudes towards medical AI. 

Notably, owing to the differences of technology development and 
application conditions of medical AI, when medical staff make a deci
sion of adopting robotics, the psychological processes on their accep
tance of robots may vary between different types of robots [35,36]. For 
instance, the level of AI autonomy can impact AI acceptance for cus
tomers [35]. Specifically, users prefer non-autonomous AI to autono
mous AI in work and living environments [37,38]. In the study, we 
propose the following hypotheses: 

Hypothesis 1a. Medical staff participation is positively related to 
acceptance of medical AI-IDT. 

Hypothesis 1b. Medical staff participation is positively related to 
acceptance of medical AI-ADT. 

2.3. The mediator role of AI self-efficacy 

According to the SOR framework, organism, which is composed of 
individual cognitive and emotional states, plays a mediating role be
tween stimulus and response variables [29]. The cognitive states mainly 
represent individual beliefs or thoughts [27]. As a cognitive state, self- 
efficacy is defined as the degree of confidence of whether people can 
perform well in their work though their skills [39]. AI self-efficacy refers 
to the belief that individuals possess to achieve work goals in the field of 
application of AI [35]. 

Medical staff participation in AI development process enriches their 
work-related knowledge. Besides that, employees who engage in the 
development of new technologies may have a clearer understanding of 
work tasks. Meanwhile, by providing advice for AI development process, 
the autonomy that medical staff perceived in their work may also be 
improved [32]. Therefore, medical staff participation in AI development 
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process drives medical staff to be more competent and intrinsically 
motivated to behave proactively [40]. According to prior studies, when 
the employees involve in development process as users, they may 
experience a variety of positive psychological changes, including satis
faction, belonging, achievement, and psychological ownership [41–43]. 

Based on the SOR framework, when employees anticipate that new 
technology may enhance their ability on work, they are more likely to 
show a positive attitude towards adopting this technology [44,45]. 
Namely, the individual’s self-efficacy might lead to a positive attitude 
towards work and proactive behavior [10,46]. For example, scholars 
stated that the self-efficacy of medical staff might enhance the applica
tion of integrated clinical and administrative information system [47]. 

Thus, due to participating in AI development process, medical staff 
are more competent and confident to behave proactively under appli
cation scenarios of medical AI. This leads to more positive attitudes to 
acceptance of medical AI for medical staff. We hypothesize that: 

Hypothesis 2a. AI self-efficacy plays a mediating role in the rela
tionship between medical staff participation and acceptance of medical 
AI-IDT. 

Hypothesis 2b. AI self-efficacy plays a mediating role in the rela
tionship between medical staff participation and acceptance of medical 
AI-ADT. 

2.4. The mediator role of AI anxiety 

According to the SOR framework, emotional states refer to individual 
emotional responses to stimuli [27]. Organizational change and work 
environment often affect employee behavior through two independent 
paths (i.e., the cognition path and the affect path) [48]. Through AI self- 
efficacy, medical staff participation impacts acceptance of medical AI 
cognitively. Besides that, the change of the work environments might 
influence affective feelings of employees, which further impacts be
haviors. Technology anxiety, as a negative affective response [49], is 
affected by many factors, such as job replacement [10], familiarity with 
technology [50] and so on. AI anxiety was defined as the individual’s 
fear and anxiety that AI technology could be beyond their control [51]. 
Meanwhile, several factors like human sociotechnical blindness (i.e., 
ignoring human participation in AI operation), confusion about auton
omy (i.e., the confusion of autonomy between AI and human beings) 
may lead to AI anxiety. 

Scholars argued that general attitudinal and affective tendencies are 
essential topics for predicting behaviors and attitudes towards certain 
types of AI in specific contexts [52]. As a negative affective state in the 
workplace, employees’ technology anxiety might impair their willing
ness of proactive behavior [53,54]. Especially when anxiety arises from 
the application of new technologies in the organization, acceptance of 
new technologies for employees may be greatly reduced [55]. Under the 
medical AI scenarios, the technology anxiety which results from lack of 
experience and knowledge regarding AI technologies is likely to hinder 
medical staff’s adoption of medical AI. Medical staff participation in AI 
development process can improve their familiarity to technology of 
medical AI and their autonomy when using medical AI, which helps 
address the difficulties and disconnection in technical application. 

In conclusion, medical staff participation in AI development process 
can enrich medical staff’s knowledge about AI technology and opera
tional experience, which might effectively alleviate their technology 
anxiety and enhance acceptance of medical AI for medical staff. Hence, 
we propose the following assumptions: 

Hypothesis 3a. AI anxiety plays a mediating role in the relationship 
between medical staff participation and acceptance of medical AI-IDT. 

Hypothesis 3b. AI anxiety plays a mediating role in the relationship 
between medical staff participation and acceptance of medical AI-ADT. 

2.5. The moderating effect of speciesism 

Prior studies regard speciesism as a kind of widespread discrimina
tion that is practiced by man against other species [56]. Individuals with 
high speciesism tend to hold a belief that humans are superior to other 
species and have a higher moral status than other species. Meanwhile, 
they prefer and respect their own ingroups, however, treat outgroups 
unfairly, such as prejudice, discrimination and so on [57–59]. The idea 
behind the concept of speciesism is that the outgroup of non-human 
species is denigrated as “less human”, which is called “dehumaniza
tion”. Specifically, animals and machines are the prime categories 
regarded as “less human”, which are “animalistic” dehumanization and 
“mechanistic” dehumanization [60,61]. Since AI has gradually acquired 
the ability to “think” as humans [62], the boundaries separating human 
from the outgroup of machines have shifted. Therefore, some scholars 
believe that it is necessary to redefine the concept of speciesism and 
expand the research scope of speciesism from human-animal relation
ships to human-AI relationships [63–65]. For instance, scholars have 
redefined speciesism as “the result of a fundamental, categorical com
parison of human and machine” and suggested assessing the effect of 
speciesism on the adoption of AI [60,65]. 

Medical staff with high-level speciesism are more inclined to 
consider that human employees (themselves) are more competent than 
AI technologies or robots. Specifically, in terms of medical staff with a 
high level of speciesism, as they regard themselves as a more competent 
group than medical AI, they are more likely to experience the 
improvement of skills, the accumulation of knowledge and positive 
psychological changes when involving in development process [42,43], 
which in turn produces higher self-efficacy. On the contrary, for medical 
staff who have a low level of speciesism, as they don’t have great 
perception of superiority of human beings, though the process of 
involving in medical AI development will provide AI knowledge and 
perception of control for them, their stimulated AI self-efficacy will still 
be lower than medical staff with a high level of speciesism. In general, 
medical staff with a higher level of speciesism are more likely to feel 
high-level self-efficacy when they participate in AI development process. 
Thus, we propose the following hypothesis: 

Hypothesis 4a. Speciesism moderates the effect of medical staff 
participation on the AI self-efficacy, such that the relationship is stron
ger with a higher level of speciesism. 

The level of speciesism is highly correlated with the level of prejudice 
against outgroups [66]. The prejudice against outgroups originates from 
perceived intergroup threats, which can trigger human anxiety, fear and 
other feelings [67]. Hence, compared to individuals with low-level 
speciesism, individuals with high-level speciesism tend to be more 
sensitive to the perception of intergroup threats. 

Prior studies have illuminated that the increasing exposure with 
outgroups and the accumulation of knowledge and experience can 
mitigate the individuals’ prejudice against outgroups and the perceived 
anxiety and threat [68]. When medical staff involve in development 
process, their affective and energy investment will be increased [69,70]. 
Specifically, in terms of medical staff with high-level speciesism, as they 
are more sensitive to the perception of intergroup threats, when they 
participate in AI development process, their exposure with medical AI 
and understanding of medical AI can be enhanced, which results in a 
greater decrease in AI anxiety. Therefore, medical staff with a higher 
level of speciesism are more likely to perceive low-level AI anxiety when 
they engage in development process of AI technology. Based on the 
argument, we propose the following hypothesis: 

Hypothesis 4b. Speciesism moderates the effect of medical staff 
participation on the AI anxiety, such that the relationship is stronger 
with a higher level of speciesism. 

Our model is summarized in Fig. 1 as follows. 
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3. Methods 

3.1. Samples and procedures 

This study was conducted among medical staff which widely adopted 
medical AI. We collected data from doctors and nurses and a total of 428 
questionnaires were received by three times. At Time 1, medical staff 
participation and control variables were collected. At Time 2, partici
pants answered the questions of AI self-efficacy, AI anxiety and 
speciesism. At Time 3, participants reported acceptance of medical AI- 
IDT and acceptance of medical AI-ADT. After matching and elimi
nating invalid questionnaires, a total of 288 valid questionnaires were 
obtained. The samples consisted of 26.4 percent of males and 73.6 
percent of females, mainly aged from 21 to 30 (SD = 0.87). In general, 
their education level was mainly undergraduate (SD = 0.72). Specif
ically, 13.2 percent of participants were high school and below, 81.9 
percent of participants were junior college and undergraduate, 4.9 
percent of participants were at the master’s degree level. This paper was 
approved by the Institutional Review Board of Shanghai University (No. 
2019-001). 

3.2. Measures 

We adopted all constructs from the existing studies. All the variables 
were measured based on a five-point Likert scale ranging from “strongly 
disagree” to “strongly agree”. The variables were tested based on the 
published sources, which ensures internal consistency, test–retest reli
ability and so on. The constructs, questions and sources are shown in 
Table 1. 

4. Analyses and results 

A structural equation model (SEM) was used to validate the research 
model (Fig. 1). As the sample size was smaller than 500, we used Smart 
PLS 3.2.8 as partial least square (PLS) software with bootstrapping 
technique, which is especially suited for smaller sample sizes [71,72]. 

4.1. Measurement model testing 

First, the measurement model was evaluated. Reliability, convergent 
validity and discriminant validity were measured in Table 2. The com
posite reliability (CR) and Cronbach’s α were above 0.70 which can 
indicate internal consistency [73]. Meanwhile, we used Fornell-Larcker 
criterion [74] to assess the convergent validity and the discriminant 
validity. Specifically, the average variance extracted (AVE) of each 
construct was all above the threshold (i.e., 0.50), which supported the 
convergent validity. Table 3 exhibits that the square root of the AVE was 

larger than any inter-factor correlation, which shows discriminant val
idity was satisfied. Additionally, the inner variance inflations (VIF) were 
examined to test the common method bias. Values of the VIF were all 
below 3.30 for PLS-based SEM [75], which showed absence of collin
earity and no common method bias. The evaluation results were satis
factory as summarized in Tables 2 and 3. 

4.2. Structural model testing 

Fig. 2 shows the results of the paths. The exploratory power was 
examined by R2 values ranging between 0 and 1. In IT-related research, 
the effect size is large if it is over 0.36 when PLS is used [76]. Besides, Q2 

values were assessed via blindfolding and are reported. The suitable 
predictive accuracy is shown by Q2 values above zero in general (we 
regard Q2 ≥ 0 as small, 0.25 as medium, 0.5 as large) [77]. 

Most paths were significant on a level of p < 0.05 or below. Gener
ally, 57 % in the variance of acceptance of medical AI-IDT was explained 
by the model explains (R2 = 0.57). Medical staff participation (β = 0.35, 
p ≤ 0.001) and AI self-efficacy (β = 0.45, p ≤ 0.001) showed a positive 
impact on acceptance of medical AI-IDT. However, AI anxiety (β = -0.05, 
p = 0.321) didn’t show the significant negative impact on acceptance of 
medical AI-IDT. 

In addition, 48  % in the variance of acceptance of medical AI-ADT 
was explained (R2 = 0.48). Moreover, medical staff participation (β =
0.44, p ≤ 0.001), AI self-efficacy (β = 0.26, p ≤ 0.001) and AI anxiety (β 
= − 0.12, p ≤ 0.05) showed a significant effect on acceptance of medical 
AI-ADT. 

4.3. Mediation effect 

To further test the indirect effects of AI self-efficacy and AI anxiety, 
this study adopted Bootstrapping method by referring to the recom
mendations of scholars [78]. Table 4 shows the results. After 5000 it
erations, the analysis reveals that the indirect effect of AI self-efficacy 
between medical staff participation and acceptance of medical AI-IDT 
was significant, and the mediating effect of AI self-efficacy between 
medical staff participation and acceptance of medical AI-ADT was also 
significant. H2a and H2b were supported. At the same time, while the 
relationship between medical staff participation and acceptance of 
medical AI-IDT was not significantly mediated by AI anxiety, which 
means H3a was not supported, AI anxiety significantly mediated the 
impact of medical staff participation on acceptance of medical AI-ADT, 
H3b was verified. 

4.4. Moderation effect 

Based on H4a and H4b, we examined the moderating role of 

Fig. 1. Research model.  
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speciesism on the relationship between medical staff participation and 
AI self-efficacy and the relationship between medical staff participation 
and AI anxiety. The results of the moderating effect test are presented in 
Table 5. Table 5 shows that the interaction terms of medical staff 
participation and speciesism had a significant negative effect on AI 
anxiety (β = − 0.2, p < 0.05) while the interaction’s effect on AI self- 
efficacy was not significant. The moderating effect of speciesism on 
the relationship between medical staff participation and AI anxiety are 

visualized in Fig. 3. The results of the Johnson-Neyman floodlight effect 
test demonstrates a significant effect of medical staff participation on AI 
anxiety for levels of speciesism greater than 3.33. Therefore, H4b was 
supported while H4a was not supported. 

5. Discussion 

Based on the SOR framework, we explored the positive impact of 
medical staff participation on acceptance of medical AI-IDT and medical 
AI-ADT. The results showed that both cognitive and affective attitudes 
had a certain impact on acceptance of medical AI for medical staff, 
which responded to calls made from scholars [20]. AI self-efficacy (as a 
positive cognitive belief) and AI anxiety (as a negative affect) respec
tively played a mediating role between medical staff participation and 
acceptance of medical AI-IDT as well as medical AI-ADT. However, there 
were certain differences. Specifically, acceptance of medical AI-IDT was 
only affected by the medical staff participation via the cognitive path (i. 
e., AI self-efficacy), while the medical staff participation improved their 
acceptance of medical AI-ADT through the positive cognitive path (i.e., 
AI self-efficacy) and the negative affective path (i.e., AI anxiety). This 
difference proved that it was necessary to differentiate acceptance of 
medical AI-IDT and acceptance of medical AI-ADT. 

Speciesism, as an individual characteristic of human beings, 
moderated the effect of medical staff participation on the AI anxiety. 
This relationship was enhanced with a higher level of speciesism. Spe
cifically, the medical staff with a higher level of speciesism participating 
in AI development process tend to reduce their AI anxiety. 

5.1. Implications for theory and research 

Our findings have several theoretical implications. First, by investi
gating the impacts of medical staff participation on their acceptance of 
medical AI based on the SOR framework, we provided insights into ways 
to explore influence factors of acceptance of AI based on user partici
pation perspective. Most of prior researches about acceptance of AI 
focused on the influence of AI technical characteristics, social norms and 
cognition of customers [79–81], but ignored the impacts of user 
participation [82]. Indeed, scholars specifically called for the research to 
investigate the role of participation on the employees’ acceptance of 
new technologies [26]. Our findings revealed that there was a positive 
relationship between medical staff participation in AI development and 
acceptance of medical AI. Meanwhile, our research takes a work context 
into consideration where human employees work with AI, which ex
tends the scope of research on the acceptance of AI to the context with 
medical staff and AI technology. 

Second, based on the SOR framework, this study advanced a po
tential dual-path perspective for future research on acceptance of AI and 
deepened the understanding of how employee behavior influenced 
acceptance of AI. We responded to the calls of scholars [83] and 
explored a dual-path mechanism (i.e., the cognition and the affect path) 
to illuminate how medical staff participation in AI development influ
enced their acceptance of medical AI. Specifically, when employees 
participate in AI development process, the stimulus might arouse med
ical staff’s internal positive cognitive attitude (i.e., cognitive path, AI 
self-efficacy) and repress negative affective states (i.e., affective path, AI 
anxiety). These two paths ultimately impacted acceptance of medical AI 
for medical staff. 

Third, our results extend the group threat viewpoint by showing that 
speciesism was a boundary condition in the relationship between med
ical staff participation and AI anxiety. The majority of previous research 
haven’t explored whether social identity of AI affected user’s attitudes 
towards AI in the context of human–computer and human-AI interaction 
[21,60,84,85]. Meanwhile, scholar proposed that speciesism might in
fluence the users’ attitudes of new technologies, which has not been 
confirmed yet [60]. Our findings responded to this assumption and 
explored that speciesism strengthened the negative relationship 

Table 1 
Measurement items of constructs.  

Construct Variables Measurement Items Source 

Medical Staff 
Participation 
(MSP) 

MSP1 I can participate in the 
development process of medical AI 
and share my needs and 
professional opinions. 

[89] 

MSP2 When participating in the 
development process of medical AI, 
I am willing to put in effort to 
express my needs. 

MSP3 I have the opportunity to be highly 
involved in the research and 
development process with medical 
AI technology developers. 

MSP4 I could take part in the decision 
making of medical AI development. 

AI Self-efficacy (AS) AS1 I feel confident of learning how to 
use medical AI by equipped with 
necessary instructions and training. 

[90,91] 

AS2 I am capable of using medical AI. 
AS3 I believe that I can obtain the 

information I need though medical 
AI. 

AS4 It is easy for me to use medical AI. 
AI Anxiety (AA) AA1 The unique features of medical AI 

products can make me feel anxious. 
[92] 

AA2 I feel worried that medical staff 
might be replaced by medical AI. 

AA3 With the large scale of medical AI 
application, I am concerned that 
medical staff lose control in the 
process of medical services. 

AA4 It is scary that medical AI products 
are similar to human and even 
cannot be distinguished from 
human. 

Acceptance of 
Medical AI-IDT 
(AMAI) 

AMAI1 I am willing to apply AI 
technologies to design clinical 
protocol for patients. 

[24] 

AMAI2 I am willing to use AI technologies 
to assist in preoperative three- 
dimensional reconstruction and 
accurate analysis of lesions. 

AMAI3 I am willing to take advantage of 
big data to search cases and clinical 
protocol. 

AMAI4 I am willing to adopt AI 
technologies to assist in surgery 
plans. 

AMAI5 I am willing to apply big data and 
machine learning to development 
of clinical protocol. 

Acceptance of 
Medical AI-ADT 
(AMAA) 

AMAA1 I am willing to use AI to disinfect a 
surface in the hospital. 

[24] 

AMAA2 I am willing to apply AI robots to 
the location guidance for the 
patients. 

AMAA3 I am willing to use AI triage for my 
patients. 

Speciesism (SPE) SPE1 Interacting with robots rather than 
human might make me angry. 

[60] 

SPE2 When I interact with AI, I don’t feel 
as good as I do with human. 

SPE3 I think there’s a big difference 
between talking to real people or 
talking to AI robots.  
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between medical staff participation and AI anxiety. 

5.2. Managerial implications 

In terms of practice, our findings provide implications for managers 
during and even after the COVID-19 pandemic. First, we found that 
medical staff participation was positively related to their acceptance of 
AI. Therefore, technology development company on medical AI should 
widely solicit relevant suggestions from medical staff. For instance, on 
the one hand, opening the “Accompanying AI Growth-Medical AI Design 
Suggestions Collection Section” on their company’s official website and 
social media, and actively interacting with the medical staff to enhance 
their participation in the development process of medical AI. On the 
other hand, medical institutions should encourage medical staff to 
participate in the development of medical AI proactively, including 
providing information of their demands in the development process of 
medical AI. 

Second, our results also provide insights for organizations to improve 
the medical staff’s acceptance of medical AI. According to our findings, 
medical staff participation in AI development impacts acceptance of 
medical AI-IDT and medical AI-ADT through “the cognitive path” and 
“the affective path”. Therefore, while encouraging medical staff to 
participate in development process, developers of medical AI and 
managers of medical institutions should focus on the internal cognitive 
attitudes and affective status of employees. Specifically, the developers 
of medical AI should offer timely feedback on medical staff’s suggestions 
and popularize relevant medical AI knowledge when inviting medical 

staff to involve in the development of medical AI. Medical institutions 
could set up “a medical AI product development project team”, “a 
medical AI technical knowledge training project” and so on. These could 
contribute to medical staff participation in the development process of 
medical AI, thereby improving the self-efficacy of medical staff and 
reducing anxiety of using medical AI. 

Furthermore, managers should strengthen the personalized man
agement of employees in the medical institution, such as providing 
personalized AI technical support and training for employees based on 
different employee’s individual characteristics. Our findings suggested 
that the differences of employee traits were important contextual factors 
impacting employees’ acceptance of AI. Namely, for medical staff with a 
higher level of speciesism, their anxiety tends to drop when involving in 
medical AI development process. Therefore, managers in medical in
stitutions should select employees with high-level speciesism as much as 
possible to actively make their employees involve in development pro
cess of medical AI. Meanwhile, for the employees with low-level 
speciesism, the managers should pay attention to their possible nega
tive emotions. 

5.3. Limitations and future research 

First of all, our study considers acceptance of medical AI by the 
sample of healthcare workers, which may engender concerns regarding 
the generalizability of the results. Future research should explore the 
impact of employee participation on AI acceptance from the perspective 
of multiple types of samples, such as fund managers using AI decision- 

Table 2 
Convergent validity and internal consistency reliability.  

Construct Indicators Loading Indicator Reliability Cronbach’s α Composite Reliability AVE 

Medical Staff Participation (MSP) MSP1  0.91  0.82 0.93 0.95 0.82 
MSP2  0.91  0.82 
MSP3  0.89  0.80 
MSP4  0.92  0.85 

AI Self-efficacy (AS) AS1  0.81  0.65 0.83 0.88 0.66 
AS2  0.82  0.66 
AS3  0.79  0.62 
AS4  0.83  0.69 

AI Anxiety (AA) AA1  0.89  0.78 0.91 0.94 0.80 
AA2  0.91  0.82 
AA3  0.84  0.70 
AA4  0.94  0.88 

Acceptance of Medical AI-IDT (AMAI) AMAI1  0.92  0.85 0.94 0.96 0.82 
AMAI2  0.92  0.85 
AMAI3  0.87  0.75 
AMAI4  0.92  0.84 
AMAI5  0.89  0.79 

Acceptance of Medical AI-ADT (AMAA) AMAA1  0.92  0.85 0.91 0.94 0.85 
AMAA2  0.92  0.85 
AMAA3  0.91  0.84 

Speciesism (SPE) SPE1  0.93  0.87 0.91 0.95 0.85 
SPE2  0.92  0.84 
SPE3  0.92  0.85  

Table 3 
Inter-construct correlations and summary statistics.  

Variables 1 2 3 4 5 6 7 8 9 10 

Medical staff participation  0.91          
AI self-efficacy  0.64***  0.81         
AI anxiety  -0.39***  -0.42***  0.89        
Acceptance of medical AI-IDT  0.67***  0.69***  -0.37***  0.90       
Acceptance of medical AI-ADT  0.66***  0.59***  -0.40***  0.68***  0.92      
Speciesism  0.37***  0.32***  -0.37***  0.42***  0.42***  0.92     
Gender  -0.06  -0.02  0.04  -0.01  -0.00  -0.08 1    
Education  0.08  -0.03  0.06  0.10  -0.02  -0.04 -0.07 1   
Age  0.08  0.02  0.02  0.06  0.07  0.08 -0.09 -0.06 1  
Job title  0.06  -0.01  0.01  0.03  0.03  -0.01 0.05 0.23*** 0.03 1 

Note: Diagonal bold numbers are the square root of the AVE; *p <.05; **p <.01; ***p <.001. 

W. Huo et al.                                                                                                                                                                                                                                    



International Journal of Medical Informatics 175 (2023) 105073

7

making services or HR managers using AI recruitment services. Mean
while, it is already found that cross-cultural factors such as religions and 
regions influence individual’s acceptance of AI [86]. Therefore, future 
research could enlarge the sample size and explore the impact of user 
participation on acceptance of AI in different countries or regions. 
Second, in this study, we used a method designed with multiple time 
points, which overcomes the limitations of cross-sectional research and 
is widely accepted [24,87]. For future research, we encourage to try to 

use more kinds of methods to collect data, such as collecting health data 
from the fitness band or designing behavioral experiments. Further
more, this study discussed the impact of employees’ speciesism between 
medical staff participation and AI technology anxiety based on the group 
threat viewpoint. In the future, scholars could try to explore more 
mediating mechanism and boundary conditions from other perspectives 
such as the diffusion of innovation theory [88]. 

6. Conclusion 

Over the coming years, it will be common that the medical staff 
cooperate with AI for AI-IDT and AI-ADT. Not only the AI producers but 
managers of the medical institutions should take action in supporting 
medical staff to adapt to work with their “AI coworkers”. There is an 
urgent need for both academic research and managerial practice to 
know which factors influence acceptance of AI based on user partici
pation perspective. This study not only extended the previous research 
on acceptance of medical AI, but introduced the emerging context of AI 
into the SOR framework. We explored that medical staff participation in 
AI development impacted acceptance of medical AI through the cogni
tive path (i.e., AI self-efficacy) and the affective path (i.e., AI anxiety). 

Fig. 2. Results (n = 288). *p <.05; **p <.01; ***p <.001; ns = not significant.  

Table 4 
The mediation effects of AI self-efficacy and AI anxiety.  

Path Coefficient Total 
Effect 

95 % 
Confidence 
Interval 
Low High 

Medical staff participation → AI self- 
efficacy  

0.609 0.642 0.194 0.373 

AI self-efficacy → Acceptance of 
medical AI-IDT  

0.450 

Medical staff participation → AI 
anxiety  

-0.303 -0.012 0.045 

AI anxiety → Acceptance of medical 
AI-IDT  

-0.046 

Medical staff participation → AI self- 
efficacy  

0.609 0.637 0.079 0.249 

AI self-efficacy → Acceptance of 
medical AI-ADT  

0.261 

Medical staff participation → AI 
anxiety  

-0.303 0.009 0.081 

AI anxiety → Acceptance of medical 
AI-ADT  

-0.119 

Note: Medical AI-IDT: Medical AI for independent diagnosis and treatment; 
Medical AI-ADT: Medical AI for assistive diagnosis and treatment. 

Table 5 
The moderation test.  

Regression Path Effect Standard 
Error 

95 % Confidence 
Interval 

medical staff participation ×
speciesism → AI self-efficacy  

-0.01  0.06 [-0.13, 0.11] 

medical staff participation ×
speciesism → AI anxiety  

-0.21*  0.08 [-0.37, -0.04] 

Note: *p <.05. 
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Our study suggests that medical staff should take part in development of 
medical AI, which is helpful to rise acceptance of medical AI. Mean
while, speciesism is a key individual characteristic to study the inter
action between AI and humans, which moderates the relationship 
between medical staff participation and AI anxiety. In the future, how to 
motivate employees to better cooperate with AI technologies will be a 
topic with great potential. 
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What already known on the topic:  

• The acceptance of AI is affected by the technical characteristics (e.g., 
intelligence, anthropomorphism), user’s cognition (e.g., perceived 
usefulness; perceived privacy risk) and AI ethics (e.g., information 
transparency, algorithm discrimination).  

• Medical AI alleviates the workload of medical staff, through medical 
AI imaging and AI triage.  

• Medical AI benefits the process of healthcare system, there are still 
many obstacles in motivating medical staff to accept AI.  

• What this study added to our knowledge: 
• We confirm that medical staff participation in AI development im

pacts acceptance of medical AI.  
• We extend the SOR framework by finding a dual-path model to 

demonstrate the psychological mechanism of how medical staff 
participation in AI development influences their acceptance of AI.  

• This study highlights the importance of group threat viewpoint in 
shaping employees’ responses to the new technologies. 
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