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Abstract

Despite its theoretical importance, little is known about how semantic memory structure facilitates 

and constrains creative idea production. We examine whether the semantic richness of a concept 

has both benefits and costs to creative idea production. Specifically, we tested whether cue set-size

—an index of semantic richness reflecting the average number of elements associated with a 

given concept—impacts the quantity (fluency) and quality (originality) of responses generated 

during the alternate uses task (AUT). Across four studies, we show that low-association, sparse, 

AUT cues benefit originality at the cost of fluency compared to high-association, rich, AUT 

cues. Furthermore, we found an interaction with individual differences in fluid intelligence in 

the low-association AUT cues, suggesting that constraints of sparse semantic knowledge can be 

overcome with top-down intervention. The findings indicate that semantic richness differentially 

impacts the quality and quantity of generated ideas, and that cognitive control processes can 

facilitate idea production when conceptual knowledge is limited.
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Creativity theories have long emphasized the role of semantic memory for creative thought 

(Abraham, 2014; Kenett, 2018b; Kenett & Faust, 2019; Mednick, 1962; Sowden et al., 

2014). Semantic memory stores facts, concepts, and general knowledge that can be retrieved 

and combined in new ways to facilitate creative thinking (Kumar, 2021). According to 

the associative theory of creativity (Mednick, 1962), creative thinking involves connecting 
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concepts in memory that are weakly related, or “far away” from each other, in a novel and 

appropriate way—analogous to the process of spreading of activation through concepts in 

semantic memory (Collins & Loftus, 1975). Thus, as the semantic “distance” between two 

concepts increases, so does the likelihood of the combined concepts being deemed creative 

(Beaty & Johnson, 2021; Green, 2016; Kenett, 2018a, 2018b; Mednick, 1962).

Despite the theoretical relevance of semantic memory for creative thinking, little empirical 

work has examined its specific cognitive contributions to creativity (Benedek & Neubauer, 

2013; Kenett & Faust, 2019; Volle, 2018), leaving questions about how and when this 

memory system impacts creative thought (Beaty et al., 2017; Kenett, 2018b). Although 

semantic memory is undoubtedly necessary for creative processes such as conceptual 

combination, problem solving, or imagination (Abraham, 2014; Abraham & Bubic, 2015; 

Bieth et al., 2021; Kenett & Thompson-Schill, 2020; Schilling, 2005), research has also 

documented constraints of semantic knowledge on creative performance such as functional 

fixedness—a biasing of attention to salient conceptual features that prevents cognitive 

flexibility (Chrysikou et al., 2016; Chrysikou & Weisberg, 2005). Extant findings thus 

point to potential benefits and costs of semantic memory to creative thinking. In the present 

research, we examine whether creative thinking is impacted by semantic memory structure

—focusing on the richness of related concepts within semantic networks—with the aim of 

identifying potential costs and benefits of memory structure to creative idea production.

Creative Thinking and Semantic Memory

The associative theory of creativity (Mednick, 1962) proposes that creative individuals 

have a richer associative memory structure than less creative individuals. According to 

this theory (Mednick, 1962), creative individuals are characterized by “flat” (more and 

broader associations to a given concept) instead of “steep” associational hierarchies (few, 

common associations to a given concept). On this view, creative individuals may have more 

associative links between concepts in their semantic memory and can connect associative 

relations faster than less creative individuals, thereby facilitating more efficient search 

processes (Beaty et al., 2021; Gray et al., 2019; Kenett, 2018b; Kenett & Austerweil, 

2016; Volle, 2018). Thus, when attempting to think creatively, a less creative individual 

is likely to become “stuck” on these dominant, common, associations whereas a more 

creative individual can overcome them and establish more distant associations, via spreading 

activation (Beaty et al., 2021; Gray et al., 2019; Kenett & Austerweil, 2016). Within this 

framework, semantically “close” concepts are considered less likely to be creative, whereas 

semantically “distant” concepts are often considered creative (Heinen & Johnson, 2018; 

Kenett, 2018a, 2019)1.

While still debated (Benedek & Neubauer, 2013), the associative theory of creativity 

has received recent empirical support from computational investigations of individual 

differences in creative thinking (Benedek et al., 2017; He et al., 2021; Kenett et al., 2014; 

Kenett et al., 2016; Kenett et al., 2018; Ovando-Tellez et al., 2022). For example, Kenett and 

1Creativity is often defined by a combination of novelty and appropriateness. Semantic distance captures the novelty aspect of 
creativity. Thus, two concepts that are semantically distant may be considered “creative” to the extent that the distant association is 
also appropriate.
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colleagues conducted a computational network analysis of free association data to compare 

the semantic memory network structure of low- and high-creative individuals, defined by 

performance on a battery of creative thinking tasks. The authors found that the semantic 

memory network of the high-creative group was characterized by higher connectivity and 

lower overall distances between concepts (Kenett et al., 2014), likely permitting more 

efficient spreading activation processes to unfold (Kenett et al., 2018). Importantly, these 

semantic memory network characteristics have been shown to facilitate broader search 

processes (Kenett & Austerweil, 2016) that allow reaching weaker, and more uncommon 

concepts (Stella & Kenett, 2019). These findings have since been replicated and extended 

in other group-based analyses (Beaty et al., 2021; Gray et al., 2019; Kenett et al., 2016), 

as well as at the individual level (Benedek et al., 2017; He et al., 2021; Ovando-Tellez 

et al., 2022). A similar semantic memory network structure was also reported in a study 

on Openness to Experience—a personality trait linked to creative behavior and cognition 

(Christensen et al., 2018)—providing further support for the role of semantic memory in 

creativity (Kenett & Faust, 2019; Volle, 2018). Taken together, these studies highlight the 

role of semantic richness in creative thinking, suggesting that high connectivity between 

concepts supports creative idea production.

Effects of Semantic Richness on Retrieval Processes

Several studies have demonstrated a role for semantic richness in facilitating word 

recognition and retrieval. One measure of semantic richness relates to the number of 

semantic “neighbors” (or semantic density) linked to a given cue word (Al-Azary & 

Buchanan, 2017; Balota et al., 2004; Danguecan & Buchanan, 2016; Duñabeitia et al., 2008; 

Pexman et al., 2008; Recchia & Jones, 2012; Yap et al., 2012). Here, semantic richness is 

quantified either by the different number of unique associative responses generated to a cue 

word (Nelson et al., 2004) or the number of words that are generally “close” to the cue word 

in a semantic space (Pexman et al., 2008). Specifically, the cue set-size effect refers to cues 

that have a larger associative set (number of unique associative responses) impacts memory 

recall (Nelson & McEvoy, 1979; Nelson et al., 1999).

In a similar vein, Mak et al. examined the role of associative degree centrality in memory 

recall (Mak et al., 2021; Mak & Twitchell, 2020). Semantic degree centrality refers to the 

number of connections a word has in a semantic memory network, or space (Hills & Kenett, 

2022). Thus, words with many, rich, connections are considered as high-degree words, 

whereas words with few, sparse, connections are considered as low-degree words. Mak et 

al. compute associative degree centrality based on De Deyne et al.’s English Small World of 

Words dataset, a large-scale of free-association responses collected from 88,722 participants 

to 12,292 cue words (De Deyne et al., 2019). Based on this dataset, a cue-word out-degree 

refers to the number of unique associative responses a cue word has; in-degree refers to the 

number of times that a cue word is generated as an associative response in the dataset. Thus, 

these measures correspond to the notions of forward and backward associative strength 

proposed by Nelson et al., reflected in the University of South Florida Free Association 

Norms (Nelson et al., 2004). Based on this associative degree centrality measure, Mak et al. 

show how it influences immediate serial recall as well as the learning of new words (Mak et 

al., 2021; Mak & Twitchell, 2020).
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Richer semantic neighborhoods have been shown to facilitate a range of linguistic tasks, 

including word naming (Balota et al., 2004), visual word recognition, lexical decision 

tasks, word demasking (Duñabeitia et al., 2008), abstract word processing (Danguecan 

& Buchanan, 2016; Recchia & Jones, 2012) and metaphor comprehension (Al-Azary & 

Buchanan, 2017), and constraining retrieval processes (Marko & Riečanský, 2021). Overall, 

these consistent findings point to a benefit of a richer semantic neighborhood on word 

recognition and processing. The results can be explained by the spreading activation 

model proposed by Collins and Loftus (1975), which proposed that semantic memory is 

organized as a network, upon which cognitive activation spreads through it and decays 

rapidly over time and distance (Hills & Kenett, 2022; Kumar, 2021; Siew, 2019). In 

line with this theory, because of the bi-directional spread of the activation, cue words 

with richer semantic neighborhoods will receive more activation than words with sparser 

semantic neighborhoods. A similar theory is known as the connectivity model (Gentner, 

1981; Klimesch, 1987; Kroll & Klimesch, 1992). According to this model, the greater 

the number of connected words a cue word has, the more efficient its processing and 

retrieval (see also Marko & Riečanský, 2021). Specifically, the connectivity model has four 

assumptions (Klimesch, 1987): 1) concepts in memory are represented in an interconnected 

structure (similar to Collins & Loftus, 1975); 2) activation spreads in a direct, but also 

indirect manner—as such, the richer the semantic neighborhood of a cue word is, the more 

indirect activation that can spread from the cue word in a forward and backward fashion; 

3) a search process in semantic memory terminates when indirect activation spreads back 

to the originating cue word, and the search process will terminate if no indirect activation 

reaches the originating node after a given amount of time; 4) semantic processing time is a 

function of the amount of indirect activation. According to the connectivity model, concepts 

with richer semantic neighborhoods will be processed faster than concepts with sparser 

semantic neighborhoods (Kroll & Klimesch, 1992). Based on this model, and in line with 

the associative theory of creativity (Mednick, 1962), a richer semantic memory structure 

should benefit the production of original ideas.

Semantic Memory Constraints on Creative Thinking

Despite growing empirical support for the associative theory of creativity and the benefits 

of semantic memory structure to creative thinking, past work has also demonstrated 

constraining effects of semantic memory on creative performance. Such work includes 

fixating on stereotypical object information (i.e., functional fixedness; Chrysikou et al., 

2016; Chrysikou & Weisberg, 2005; Glucksberg & Weisberg, 1966), biasing idea generation 

with salient examples (Beaty et al., 2017; Chrysikou et al., 2016; Marsh et al., 1996; 

Smith et al., 1993), and priming incorrect solutions on the remote associates test (Smith & 

Blankenship, 1991). Together, these studies indicate that activating highly related conceptual 

knowledge within semantic networks can interfere with spreading activation to remote 

concepts during creative thinking.

Additional studies have shown that rich knowledge can hinder creative thinking (Forthmann 

et al., 2016; Rietzschel et al., 2007; Wiley, 1998). Wiley (1998) examined how the 

knowledge structure of experts possibly constrains them and leads to fixation in creative 

problem solving; notably, Wiley (1998) examined the role of domain-specific knowledge in 
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experts, whereas other work has focused on the role of domain-general semantic knowledge. 

Rich, structured knowledge in a domain allows an expert in that domain to be highly 

efficient in processing and retrieving information related to that domain. However, such a 

rich domain-based knowledge also leads to fixation and hinders creative problem solving. 

Across a series of studies, Wiley (1998) found that experts were more prone to fixations 

in misleading problems. Wiley attributes the effect of domain knowledge on experts to 

narrowing the scope of their search through it, thus preventing broad search processes 

(Wiley, 1998). Therefore, a rich body of knowledge can lead to benefits in one case, 

and constraints in another. Similarly, although a rich semantic neighborhood can facilitate 

word recognition and activate a broader set of associated responses, it may hinder moving 

farther away from the original concept to generate a novel and original idea (Kenett, 2018a; 

Mednick, 1962).

A few studies have empirically demonstrated a cost-benefit effect in generating responses 

in creativity tasks (Forthmann et al., 2016; Rietzschel et al., 2007). Forthmann et al. 

(2016) examined the effect of different types of instructions (be-fluent vs. be-creative) 

on participants performance in a divergent thinking task for low- and high- frequency 

words (directly related to the breadth of their semantic neighborhood; Cofer & Shevitz, 

1952). Participants generated more responses for high-frequency words, but only in the be-

fluent condition, whereas instruction type did not affect the number of responses generated 

for low-frequency words (Forthmann et al., 2016). The authors interpret their findings 

as participants needing to utilize cognitive control mechanisms to filter salient responses 

during the “be-creative” condition for high-frequency responses. Rietzschel, Nijstad, and 

Stroebe (2007) examined a common intuition in brainstorming research, i.e., that quantity 

and quality of ideas are related to each other. In a series of studies, the authors primed 

participants for deeper exploration of subcategories related to a problem, demonstrating 

its specific effect on the originality of ideas for that problem. Thus, the authors argue 

that fluency and originality of ideas have a complex relation that can be separately 

manipulated (Rietzschel et al., 2007). Overall, these studies highlight constraints of rich 

semantic neighborhoods, raising questions about whether and how such fixation effects can 

be overcome to generate original ideas.

Semantic Interference and Executive Control

Increasing evidence indicates that the creative thought process can be guided through 

executive control (Beaty et al., 2016; Benedek et al., 2014; Chrysikou, 2019; Nusbaum & 

Silvia, 2011). This work has highlighted the involvement of executive and strategic aspects 

of cognition required to control memory processes, including pre-potent response inhibition 

(Benedek et al., 2014), broad retrieval ability (Avitia & Kaufman, 2014; Silvia et al., 2013), 

and category switching (Nusbaum & Silvia, 2011). The joint contributions of spreading 

activation (bottom-up) and cognitive control mechanisms (top-down) are consistent with 

dual-process models of creative cognition (Barr et al., 2015; Kleinmintz et al., 2019; Sowden 

et al., 2014; Volle, 2018). In general, dual processes theories posit that creative thinking 

involves a dynamic interaction between idea generation and idea evaluation, corresponding 

to memory retrieval and cognitive control processes, respectively; notably, the extent to 

which these processes operate in serial or parallel remains unclear (Sowden et al., 2014).
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To characterize the dynamics of creative thinking, researchers have examined a temporal 

trend in idea production known as the serial order effect (Acar et al., 2018; Beaty et 

al., 2014; Christensen et al., 1957; Hass & Beaty, 2018; Wang et al., 2017). The serial 

order effect is the tendency for responses to a divergent thinking task to become less 

frequent and more original over time. This temporal trend has been explained within the 

associative theory of creativity: at the beginning of an idea generation task (e.g., thinking 

of alternate uses for a common object), fluency is high because people typically begin 

by activating the rich semantic neighborhood surrounding the object cue, thus producing 

known uses for the object (Gilhooly et al., 2007; Matheson & Kenett, 2021). Likewise, 

fluency decreases and originality increases later in task because it takes time for spreading 

activation processes to unfold (i.e., to reach more distal concepts within a semantic network; 

Collins & Loftus, 1975; Matheson & Kenett, 2021; Mednick, 1962). Beaty and Silvia (2012) 

examined individual differences in the serial order effect and found that it interacted with 

fluid intelligence (Gf): as Gf increased, the serial order effect for originality diminished (see 

also Hass, 2017). Time was thus less relevant for originality at higher levels of intelligence, 

suggesting that cognitive control may mitigate early sources of semantic interference.

The Present Research

Past research has shed light on the contribution of semantic memory to creative cognition. 

At the individual level, for example, a more “flexible” (higher connectivity and shorter 

distances between concepts) semantic memory structure has been shown to facilitate creative 

idea generation (Beaty et al., 2014; Benedek et al., 2017; He et al., 2021; Kenett, 2019; 

Kenett et al., 2014; Ovando-Tellez et al., 2022). On the other hand, the activation of 

salient conceptual knowledge can constrain creative thought (Beaty et al., 2017; Smith & 

Blankenship, 1991). Together, these findings indicate that the organization of and access to 

concepts in semantic memory plays a key role in how they are retrieved during creative 

task performance. Furthermore, studies on other cognitive processes that are important in 

creative thinking, such as cognitive control and working memory capacity have shown both 

beneficial and constraining effects on creativity (Chrysikou, 2018; Van Stockum & DeCaro, 

2020).

Does more or less knowledge about a concept influence how one thinks creatively with that 

concept? On the one hand, the associative theory of creativity posits that greater semantic 

richness facilitates spreading activation via more associative elements and connections 

(Mednick, 1962); in other words, the semantic infrastructure afforded by extensive concept 

knowledge makes spreading activation easier (Kenett & Faust, 2019; Volle, 2018). In the 

context of a divergent thinking task (or similar task involving idea generation), additional 

semantic knowledge may promote greater fluency as people “have more to say” about the 

concept. On the other hand, an executive processes interpretation views semantic richness as 

potentially detrimental to originality, because most closely-connected concepts are highly 

conceptually related and thus not novel (Beaty et al., 2014). However, such semantic 

interference can be overcome via suppressing its activation, as evidenced in studies of 

individual differences in executive control (Bunting et al., 2004). This work thus raises a 

fundamental question for creativity research; namely, how and when does semantic memory 
structure facilitate and constrain creative thought?
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Our work is motivated by the fan effect. A fan effect is a memory phenomenon whereby 

increasing knowledge about a concept (or cue) leads to an increase in reaction time and 

accuracy on recognition memory tests, i.e., the more concepts “fanning” from a given cue, 

the more interference (Anderson, 1974; Anderson & Reder, 1999; Radvansky, 1999). The 

fan effect stems from the activation of competing concepts in memory. In the original work, 

Anderson (1974) showed that increasing the presentation of to-be-remembered items (i.e., 

propositional phrases) over the course of an encoding phase slowed reaction time (RT) and 

impaired accuracy in a subsequent recognition test. Anderson and colleagues have shown 

how the fan effect is found for the retrieval of schemas and real-world knowledge (Anderson 

& Reder, 1999), as well as the effect of prior knowledge on increasing interference during 

retrieval (Lewis & Anderson, 1976). Here, we conceptualized the fan effect as semantic 

richness, asking whether increased semantic richness interferes with divergent thinking as it 

does for other memory tasks.

We conducted a series of studies to test for the existence and impact of semantic richness 

in facilitating and constraining divergent thinking. To this end, we selected cue words (i.e., 

common objects) for the Alternate Uses Task (AUT; Acar & Runco, 2019; Kaufman et al., 

2008; Torrance, 1972) that varied in semantic richness, defined as the average number of 

associations linked to the cue words based on free association norms (Nelson et al., 2004). 

We reasoned that, compared to low-association object cues, high-association cues may yield 

a greater number of ideas (i.e., higher fluency) because such cues are presumably embedded 

within more densely connected semantic neighborhoods. However, in light of past work on 

the interfering effects of close conceptual knowledge (Beaty et al., 2017), we expected that 

this fluency benefit may come at the cost of originality as these ideas are likely to be less 

semantically distant (Study 1). At the same time, the relative sparseness of low-association 

cue neighborhoods may hinder spreading activation to distal concepts in the absence of 

a robust semantic infrastructure. To probe order effects of idea generation as a function 

of associative set-size, we tracked the serial order of response production (Study 2). In 

addition, we examined whether people with higher cognitive control ability may be more 

immune to the potential set-size effect (Study 3). Finally, we assessed whether the effects of 

semantic richness could be detected using computational measures of idea originality based 

on semantic distance (Study 4).

Study 1

In Study 1, we aimed to test for the existence of a semantic richness effect in divergent 

thinking performance. To this end, we developed an experimental manipulation of cue type 

in the Alternative Uses Task (AUT), a commonly used assessment of divergent creative 

thinking (Acar & Runco, 2019; Kaufman et al., 2008; Runco & Acar, 2012). We identified 

AUT cues (i.e., common objects) that varied as a function of cue association set size—an 

index of semantic richness defined as the average number of free associations generated 

by participants in a widely used free association norms dataset (Nelson et al., 2004)—thus 

yielding high-association, rich, cues (i.e., rich semantic cues, RSC) and low-association, 

sparse, cues (i.e., sparse semantic cues, SSC). We hypothesized that, compared to SSC, 

participants would generate significantly more AUT responses to RSC due to increased 

semantic richness of associations related to these cues. Furthermore, we hypothesized that 
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this fluency benefit would come at a cost of originality, such that participants would generate 

AUT responses rated as more original to SSC due to a decreased presence of salient and 

highly-conceptually related (i.e., unoriginal) concepts.

Method

Participants—Forty participants were recruited for the study via Amazon Mechanical 

Turk (AMT; Buhrmester et al., 2011). Participants were offered $3.00 compensation for 

completion of the entire study. No participants’ work was rejected (i.e., all 40 participants 

were paid), however, a pre-analysis screening procedure identified 4 participants that failed 

to provide responses for all 10 cues and thus did not follow instructions. The final sample 

size for analysis was 36 participants (19 female) with an average age of 36.34 years (SD = 

11.71 years).

Materials

Stimuli.: We began by constructing a list of SSC and RSC for the AUT. SSC and RSC 

were selected from the University of South Florida Free Association Norms database, which 

includes norms for 5,018 cue words (Nelson et al., 2004). Importantly, for each of these cue 

words, the database lists the number and types of different associative responses that were 

generated to these cue words. The number of associative responses to a cue word was used 

as a proxy of the set size of the cue word. In addition, for each associative response to a cue 

word exists its forward and backward associative strengths (a responses out- and in-degree 

centalityMak et al., 2021). However, since we were interested in examining the effect of 

the general set-size of the cue on the AUT, we only consider the number of associative 

responses in the current study. Of the 5,018 cue words, we manually selected cue words of 

concrete objects that can be used in an AUT. Finally, a list of five SSC (clock, fork, lamp, 

lens, pen) and five RSC (soap, rope, stick, marble, balloon) were retained. These cue words 

were matched on key linguistic variables: frequency (RSC M = 21.4, SD = 10.97; SSC M = 

16.4, SD = 3.29; t(8) = 1.00, p = .35) and concreteness (RSC M = 6.09, SD = .23; SSC M = 

5.88, SD = .67; t(8) = .66, p = .53). Critically, the average set size of RSC cues (M = 22, SD 

= 1.22) was significantly greater than the average set size of the SSC cues (M = 6.6, SD = 

1.51; t(8) = 17.67, p < .001).

AUT.: For each of the ten cue words (SSC and RSC), participants had two minutes 

to generate as many alternate uses as possible, a time window typically used in AUT 

tasks (Acar & Runco, 2019). Two main measures were computed from participants AUT 

performance: originality (i.e., average subjective rating) and fluency (i.e., sum of responses). 

Originality was rated on a 5-point scale (ranging from 1 – Very obvious/ordinary use to 5 – 
Very imaginative/re-contextualized use) designed for cognitive studies of divergent thinking 

(Hass et al., 2018). Responses were rated by three AMT participants not involved in the 

experiment. Raters rated an alphabetized set of unique responses per prompt, and were not 

aware of any order, or which participants produced those responses.

Procedure—The AUT was administered online via Qualtrics (www.qualtrics.com). 

Participants were initially given the following instructions: “We want you to come up with 

as many original and creative uses to objects as you can. The goal is to come up with 
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creative ideas, which are ideas that strike people as clever, unusual, interesting, uncommon, 

humorous, innovative or different. You will do this for ten different objects, with two 

minutes for each object”. RSC trials (n = 5) were completed in one block and SSC trials 

(n = 5) were completed in a separate block; the order of the blocks was counterbalanced 

across participants. The Qualtrics interface consisted of an instructions page and a response-

collection page. For each AUT trial, participants had two minutes to type as many alternate 

uses as possible into textboxes presented on the response-collection page. The Study did not 

include initial practice, and participants were given a short break between blocks. Following 

completion of the AUT blocks, participants completed a short demographic survey.

Results

Inter-rater reliability was assessed with intraclass correlations ICC(2,3), and was generally 

high across the 10 cues (M = .61, SD = .11).

To test whether AUT performance varied as a function of set size, we contrasted fluency and 

originality of AUT responses across the SSC and RSC conditions by computing paired t-test 

analyses on the means.

Regarding fluency, participants generated significantly more responses in the RSC condition 

(M = 5.93, SD = 2.3) compared to the SSC condition (M = 5.26, SD = 1.85; t(35) = 

4.13, p < .001, d = .69, 95% CI = [.34, 1]). Regarding originality, participants generated 

significantly less original responses in the RSC condition (M = 2.50, SD = .30) compared to 

the SSC condition (M = 2.72, SD = .34; t(35) = −5.95, p < .001, d = 1.2, 95% CI = [−.27, 

−.15]). Thus, the AUT responses to RSC yielded higher fluency but lower originality when 

compared to the AUT responses to SSC.

Discussion

The associative theory of creativity implicates spreading activation of concepts within 

semantic memory, but little is yet known about the benefits—and potential costs—of 

semantic memory in creative thinking. Study 1 identified one such benefit and cost of 

semantic knowledge to performance on the AUT. Participants generated more responses 

during the AUT when using RSC compared to SSC, suggesting that greater semantic 

content benefits ideational fluency. This benefit, however, came at the cost of originality: 

participants generated ideas that were rated as less creative in the RSC condition. This 

finding is consistent with the notion that salient conceptual information (e.g., RSC 

associations) can constrain creative thought by acting as a source of interference that 

must be inhibited to establish more remote conceptual combinations (Beaty et al., 2017; 

Chrysikou, 2019).

Study 2

The goal of Study 1 was to obtain preliminary evidence for the existence of a semantic set 

size effect on the AUT. In Study 2, we sought to replicate this effect in a larger sample 

of participants using a new online platform with greater experimental control than Study 1 

(Hass & Beaty, 2018). This platform allowed us to further probe potential order effects of 

the set-size effect. Specifically, we examined whether the set-size effect interacted with the 
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serial order effect—the tendency for AUT response originality to increase over time (Bai et 

al., 2021; Beaty & Silvia, 2012).

Method

Participants—Fifty-five participants were recruited for the study via AMT. We built on the 

sample size of Study 1 as a benchmark (n = 40) for replication and increased the sample 

size based on the availability of funds. Participants were offered $4.00 US compensation for 

completion of the study. No participants’ work was rejected (i.e., all 55 participants were 

paid), however, a pre-analysis screening procedure identified 14 participants that failed to 

provide responses for all 10 cue words and 1 participant that provided random responses 

and thus did not follow directions. The final sample size for analysis was 40 participants (30 

female) with an average age of 38.1 years (SD = 12.07 years). This study was approved by 

Jefferson University’s institutional review board.

Materials

Stimuli.: The same stimuli used in Study 1 were used here (10 AUT cues; 5 SSC, 5 RSC).

Divergent Thinking Task.: For each of the ten cue words (SSC and RSC), participants had 

three minutes to generate as many alternate uses as possible. Time window was extended 

from two minutes (as used in Study 1) to three minutes per object so to have more time for 

the serial order effect to unfold (Beaty & Silvia, 2012). Like Study 1, fluency and originality 

were computed for each participant. Furthermore, we also logged inter-response time (the 

time between the first key strokes of successive responses) and the order of entry of each 

response for the serial order analyses.

Using the tools created by the psiTturk project (Gureckis et al., 2016), a custom web 

application was employed for administering the experimental tasks (for details on the 

platform, see Hass & Beaty, 2018). Similar to Study 1, the interface consisted of an 

instructions page and a response-collection interface. The instructions page appeared before 

both blocks of trials (SSC and RSC); after reading instructions, participants moved on to 

the tasks using a navigation button. The task interface consisted of a text-display, which 

contained the object prompt for that trial and a text-entry field. JavaScript code saved the 

first key press per response, the time at which the participant entered the response (by 

pressing ENTER or RETURN), and the text of the response itself.

Procedure—Upon accepting the HIT on Amazon Mechanical Turk (Buhrmester et al., 

2011), the psiTurk tools generated the experimental environment. Following consent and 

instructions, participants completed a practice trial to acclimate to the typed-entry interface, 

which involved typing the names of colors that they knew for 30 seconds. Upon completion 

of practice, the first set of experimental trials began. Participants were informed that there 

would be five trials, each with a different object, and each lasting 3 minutes. SSC and RSC 

conditions were separated by another instruction page which simply reiterated the previous 

instructions and informed participants that they could take a short break. The order of blocks 

and cues within blocks was randomized. Following the AUT, participants completed a short 

demographic questionnaire, including their level of engagement with the experiment.

Beaty et al. Page 10

Think Reason. Author manuscript; available in PMC 2024 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Results

Participants’ responses were rated for originality on the same 5-point scale as Study 1 (Hass 

et al., 2018) by two research assistants and one AMT worker not involved in the experiment. 

Inter-rater reliability ICC(2,3) ranged from fair to good across the 10 cues (M = .47, SD = 

.15).

Participant-level Fluency and Originality—We first attempted to replicate the results 

of Study 1, assessing whether fluency and originality varied as a function of set-size. 

Regarding fluency, participants generated significantly more responses in the RSC condition 

(M = 9.17, SD = 3.42) compared to the SSC condition (M = 8.10, SD = 3.10; t(39) = 3.84, 

p < .001, d = 0.61, 95% CI = [0.51, 1.64]). Regarding originality, participants generated 

significantly less original responses in the RSC condition (M = 2.67, SD = .26) compared to 

the SSC condition (M = 3.03, SD = .26 t(39) = 6.47, p < .001, d = 1.02, 95% CI = [0.18, 

0.36]). These results replicate the findings of Study 1 and suggest that a higher number 

of associative links afforded by RSC benefits fluency at the cost of originality, potentially 

due to increased interference from salient but semantically similar concepts. Note that mean 

fluency values were higher in Study 2 compared to Study 1 due to longer trials (2 min vs. 3 

min) for response-level analysis.

Response-level Effects: IRT and Serial Order—To further investigate potential 

effects of the set-size manipulation, two response-level analyses were performed. First, 

inter-response times (IRTs) were compared across the two conditions with a mixed-

effects regression model. To conform to model assumptions (namely normally distributed 

residuals), IRTs were log-transformed and regressed on 1) a fixed-effect of condition (SSC 

vs. RSC), 2) a random effect of participant, and 3) a random effect of prompt. Though mean 

IRTs were shorter in the RSC condition (M = 14.50s, SD = 13.99s) compared with the 

SSC condition (M = 16.14s, SD = 16.63s), the fixed effect in the log-IRT model was not 

significant, b = .0004, p = .55.

Next, we examined the relationship between response order and originality rating per cue 

with a mixed-effects model. The model included a linear serial order term that was scaled 

so that the first response was equal to zero. This yields an interpretation of the intercept as 

the mean originality of the first response for the RSC condition, and an interpretation of an 

effect of set-size as the difference in originality of the first responses between conditions. 

An interaction between condition (SSC vs. RSC) and serial order was also modeled, along 

with random effects of participant and prompt. The full model results are presented in Table 

1. There was a significant serial order effect, b = 0.016, p < .001; but the overall difference 

between SSC and RSC originality was not preserved in this model, b = 0.077, p = .52. 

Additionally, there was no significant difference between the conditions in terms of the 

linear slope, b = 0.011, p = .08.

Discussion

The aim of Study 2 was to replicate the results of Study 1 in a larger sample and to examine 

the interaction between the serial order effect (Beaty & Silvia, 2012) and the set-size effect. 

Study 2 replicated the results of Study 1: The RSC condition led to increased fluency 
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at a cost of lower originality. While we found a main effect of serial order on response 

originality, in line with previous studies, we did not find a significant interaction between 

serial order and set-size effect. A potential cause for this null finding relates to the effect 

size: the mean originality of SSC responses is clearly higher for most responses after the 3rd 

response, but the effect is on the order of about a quarter of a point on the 5-point rating 

scale. However, when generating the first few SSC or RSC responses, originality seems to 

vary less. This pattern may be a function of the fact that there are far more data points per 

participant in these early phases of the experiment, or it may be that set-size has more of 

an effect when participants have exhausted a few, potentially well-learned responses. When 

responses are aggregated at the level of participant, these serial order effects are seemingly 

eliminated, leading to an overall significant uptick in originality to SSC responses.

Study 3

Studies 1 & 2 established a semantic set-size effect on the AUT. In Study 3, we 

sought to further replicate and extend this finding. Specifically, we employed the same 

experimental paradigm—varying cue set size across AUT items—and further examined 

potential interactions with Gf, an individual difference variable with established links to 

divergent thinking (Bai et al., 2021; Beaty & Silvia, 2012). Although Gf has been shown 

to predict the creative quality of AUT responses, the cognitive contribution of Gf to 

creative performance remains largely unknown. One possibility is that Gf supports inhibitory 

control processes, consistent with its strong association with executive control (Kane et 

al., 2005). Thus, Gf may be more relevant for RSC idea generation via the inhibition of 

salient conceptual knowledge (Beaty & Silvia, 2012). On the other hand, Gf may support 

SSC idea generation by facilitating spreading activation within a relatively sparse semantic 

neighborhood. In addition to examining the role of Gf, we further probed order effects of the 

set-size effect (i.e., serial order) as a function of cue set size.

Method

Participants—One hundred thirteen participants (50 females) were recruited from AMT. 

Sample size was based on similar previous studies of divergent thinking and Gf (Beaty 

& Silvia, 2012; Benedek et al., 2017). The average age of participants was 37.71 years 

(SD = 10.49). Participants received $5.50 for completion of the experiment. Thirty-three 

participants were excluded from the analysis due to failure to successfully complete all tasks 

or providing nonsensical answers to the open-ended questions. The final sample size for 

the current analysis was 83 participants (41 female, 1 prefer-not-to-answer) with an average 

age of 36.46 years (SD = 9.80 years). This study was approved by the Thomas Jefferson 

University institutional review board.

Materials

Stimuli.: The stimuli used in Study 3 were identical to those used in Study 1.

AUT.: The AUT used in Study 3 was identical to that used in Study 1. Specifically, 

participants had two minutes for each cue to generate as many alternate uses they could 

think of for that cue; AUT trial duration was two minutes to reduce the burden on 
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participants completing 10 AUT trials and 3 intelligence tests. The software used to run 

the task was slightly modified to increase RT precision, i.e., a cue word was not displayed 

until the participant pressed the spacebar.

Fluid Intelligence.: Based on Kenett et al. (2016), Gf was assessed via three separate tasks: 

1) The series task from the Culture Fair Intelligence Test (CFIT), which involves choosing 

an image that correctly completes a series of images (13 items, 3 min); 2) A letter-sets task, 

which presents a series of four-letter combinations and requires people to determine which 

set does not follow a rule governing the other four (16 items, 4 min); and 3) A number-series 

task, which presents a sequence of numbers and requires participants to discover a rule 

governing their change (15 items, 5 min). To compute a general composite Gf score, we 

used principal component analysis, by summing the multiplication of each independent Gf 
score by its weight of the first unrotated principal component (Kenett et al., 2016).

Procedure—The procedure was similar to Study 2 in that data were collected using a 

custom psiTurk interface. Participants completed the AUT first, and then psiTurk linked 

to the Gf tasks, which were hosted via Qualtrics. Upon providing electronic consent, 

participants were presented with an overall description of their tasks: that they would 

be prompted to generate ideas about specific cues and then complete some cognitive 

tasks. Participants then completed a practice idea-generation trial to become acclimated 

to the typed entry interface (naming colors). Upon completion of practice, the first set of 

experimental trials began. The order of cues within blocks and block presentation were 

randomized, and participants had a short break between blocks. In addition to the Gf 
tasks, participants completed a short demographic survey. Three raters were trained to score 

responses for originality using the same 5-point originality scale used in Studies 1 and 2 

(Hass et al., 2018).

Results

Inter-rater reliability was assessed with intraclass correlations ICC(2,3), and was generally 

high across the 10 cues (mean = .68, SD = .12).

Analyzing the fluency and originality of participants’ responses, the results replicated 

findings from Studies 1 and 2: participants generated a significantly higher number of 

responses to RSC (M = 7.56, SD = 3.82) than to SSC (M = 6.33, SD = 3.04), t(82) = 

−4.65, p < .001, d = .51, 95% CI = [−1.75, −.70]. Furthermore, RSC responses were rated 

significantly less original (M = 3.04, SD = .33) compared with SSC responses (M = 3.12, 

SD = .44), t(82) = 2.14, p = .035, d = .23, 95% CI = [.01, .14].

Next, the relationship between response order and originality rating was examined via a 

mixed-effects model. Before computing the compiled Gf score, we examine the zero-lag 

correlations between the three Gf tasks that we use (Table 2). In our full model, Gf, set-size, 

and serial order were assigned as independent measures, and the originality ratings as the 

dependent measure. Interactions between set-size and Gf, interaction between set-size and 

serial order, and interaction between Gf and a linear serial order term was also modeled, 

along with random effects of participant and cue (Table 3).
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We first compared this model to a model that only included the random effects and found 

that this model improved the fit to originality ratings, χ2 (6, N = 83) = 105.52, p < 

.001. Specifically, we found a significant positive relation between each of the three main 

variables (Gf, set-size, and order) on participants’ originality scores. Thus, we replicate and 

extend the results found in Study 1, and replicate previous findings on the effect of Gf on the 

AUT (Beaty & Silvia, 2012). Regarding the interaction terms, we found significant negative 

relations between both interaction terms (Gf*set-size and order*set-size) on participants’ 

originality scores (Fig. 2). However, due to high collinearity between the serial order 

variable and the interaction of Gf and serial order variable (r = −.71), the interaction effect of 

serial order and Gf was not significantly related to originality scores in this model.

Discussion

Study 3 replicated the findings of Studies 1 & 2, and extended them by examining individual 

differences in Gf (Beaty & Silvia, 2012). As in Studies 1 & 2, we found that, compared to 

SSC, RSC yielded increased fluency but decreased originality in the AUT. Study 3 further 

examined order effects associated with this set-size effect. Specifically, we replicated the 

serial order effect on the AUT—the tendency of idea originality to increase over time 

(Hass & Beaty, 2018)—and showed how this serial order effect interacted with both set-size 

(unlike in Study 2) and Gf. The ability to detect a significant interaction effect between 

serial effect and cue set-size in Study 3, unlike Study 2, might indicate that Study 2 was 

underpowered with regard to sample size (36 participants in Study 2 vs. 83 participants 

in Study 3). Although the 3-way interaction between serial order, set-size, and Gf was not 

significant due to exceedingly high collinearity between these independent variables, we 

found that interaction of Gf*set-size and Order*set-size explained significant variance in 

originality ratings.

Study 4

Studies 1–3 established a semantic set-size effect on the AUT, highlighting a trade-off 

between fluency and originality of responses in relation to SSC versus RSC. Notably, 

however, all three studies used the same set of cue words as AUT cues, leaving questions 

regarding generalizability beyond this one list. Moreover, AUT responses were all scored 

for originality by human raters using the subjective scoring method (Hass et al., 2018). 

One possibility is that human raters simply found the responses to SSC more original due 

to particular affordances of the cues. In addition, it is possible that the originality effects 

reported in Studies 1–3 are confounded with fluency: if fluency differs across conditions, 

but the number of highly original ideas stays the same, then it will appear that originality 

has decreased in any condition where more ideas are generated, so the originality effect 

could be an artifact of the decision to average across ratings. In Study 4, we therefore aimed 

to replicate and extend our first three studies using 1) a different set of cue words; 2) an 

objective measure of originality based on computational assessments of semantic distance

—a method increasingly used in creativity research to objectively quantify the novelty of 

responses (Beaty & Johnson, 2021); and 3) an additional originality calculation that holds 

fluency constant across conditions. Lastly, we conducted this study in a controlled laboratory 

context, extending our first three studies which were conducted online.

Beaty et al. Page 14

Think Reason. Author manuscript; available in PMC 2024 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Method

Participants—One hundred participants (55 females) were recruited from Pennsylvania 

State University. We roughly doubled the sample size of Study 1 and 2 to increase power 

and account for fewer available cues (see Materials). The average age of participants was 

19.55 years (SD = 2.72 years). Participants received credit toward a course research option 

for their completion of the study. Seventeen participants were excluded from the analysis 

due to a failure to successfully complete all tasks or providing nonsensical answers to the 

open-ended questions. The final sample size for the current analysis was 83 participants (45 

female) with an average age of 19.64 years (SD = 2.89 years). This study was approved by 

Pennsylvania State University’s Institutional Review Board.

Materials

Stimuli.: SSC and RSC stimuli were constructed similar to Study 1. Specifically, we 

manually searched through the University of South Florida Free Association Norms 

database (Nelson et al., 2004) for additional object cues that could be used on the AUT, 

carefully matching as closely as possible the linguistic properties of the stimuli used in 

Studies 1–3. This search resulted in a list of four SSC (brush, hammer, mirror, umbrella) and 

four RSC (barrel, basket, football, pants); note that Studies 1–3 used five cues per condition, 

hence the increase in sample size to boost statistical power (see Participants). These cue 

words were matched on key linguistic variables: frequency (RSC M = 21.5, SD = 11.45; 

SSC M = 22, SD = 17.07; t(6) = 0.05, p = .96) and concreteness (RSC M = 5.98, SD = .18; 

SSC M = 6.09, SD = .61; t(6) = .32, p = .76). Critically, the average set size of the RSC (M 

= 22, SD = 2.5) was significantly greater than the average set size of the SSC (M = 7.3, SD = 

.95; t(6) = 11.21, p < .001).

AUT.: The AUT used in Study 4 was identical to Study 1 in terms of instructions 

and duration (2 minutes per cue), with the exception of the new cue words. Responses 

were objectively scored for originality using SemDis—an online platform for computing 

semantic distance (semdis.wlu.psu.edu; Beaty & Johnson, 2021). Semantic distance captures 

the novelty/originality dimension of creativity using computational models to quantify 

the relatedness between words in large corpora of natural language (Heinen & Johnson, 

2018; Kenett, 2019). The semantic distance approach is increasingly employed in creativity 

research to automate originality scoring, with documented evidence for its validity, including 

high correlations with human creativity ratings (Beaty & Johnson, 2021; Dumas et 

al., 2021) and moderate correlations with other creativity measures (Beaty & Johnson, 

2021; Prabhakaran et al., 2014). Consistent with applications in computational linguistics, 

semantic models are computed on word vectors within a high-dimensional space (Günther et 

al., 2019; Mandera et al., 2017).

Here, we leveraged the five semantic spaces available on the SemDis platform: a) two 

“count” models that count the co-occurrences of words within documents (Latent Semantic 

Analysis, LSA; global vectors, GloVe) and b) three continuous bag of words (CBOW) 

“predict” models that use neural network architectures with a sliding window to predict 

words given their surrounding context words (Mandera et al., 2017). The five models were 

built on large text corpora, including the 2009 Wikipedia dump (~800 million tokens), 
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the ukwac web crawling corpus (~2 billion tokens), and the subtitle corpus (~385 million 

words; see Beaty & Johnson, 2021). A strength of using multiple semantic models is that 

it can mitigate the biases introduced by any single model or text corpus (Kenett, 2019). 

We used the following settings in SemDis to compute semantic distance: remove filler and 

clean, all semantic spaces, multiplicative compositional model (Beaty & Johnson, 2021). 

SemDis computes the semantic similarity between a given item (AUT object) and response 

(AUT response), then subtracts this similarity value from 1 to obtain a measure of semantic 

distance (Prabhakaran et al., 2014). For each of the eight AUT items, we averaged the 

semantic distance values for all five models for analysis. In addition, to control for the 

potential confounding effect of fluency across conditions, we used the “max-2” scoring 

method, where only the two most original responses for each participant/condition are 

averaged and included in the analysis.

Procedure—Participants completed the study in small groups (up to 5) at a testing 

laboratory at Pennsylvania State University. The lab is equipped with private testing cubicles 

running Windows desktop computers (Lenovo). An experimenter greeted participants 

and provided a brief explanation of the study. Following informed consent, participants 

completed the AUT and demographic information using the PsychoPy 3 experimental 

software (Peirce et al., 2019). Similar to Studies 1–3, following an instructions screen, 

participants completed a practice idea-generation trial. Upon completion of practice, the first 

set of experimental trials began. The order of cues within blocks and block presentation 

were randomized, and participants had a short break between blocks. The study took 

approximately 30 minutes to complete.

Results

Our first analysis aimed to replicate the set-size effect on AUT for fluency found in Studies 

1–3 using the new list of AUT items. Paired-sample t-tests confirmed this replication: 

participants generated a significantly higher number of responses to RSC (M = 6.97, SD = 

2.71) than to SSC (M = 6.44, SD = 2.10), t(82) = −2.35, p = .021, d = .26, 95% CI = [−.97, 

−.08].

Next, we assessed the effect of originality as objectively quantified by the composite average 

of the five semantic distance values. Consistent with the human-rated originality ratings 

reported in Studies 1–3, RSC responses yielded significantly lower semantic distance values 

(M = 0.92, SD = .05) compared with SSC responses (M = 0.94, SD = .04), t(82) = 3.36, p 
< .001, d = .37, 95% CI = [.01, .03]. Finally, we employed max-2 scoring—selecting and 

averaging the two most original/semantically-distant ideas per participant and condition—to 

assess whether the originality effect is robust to fluency. Critically, we found that max-2 

semantic distance was significantly greater in the SSC condition (M = 1.02, SD = .03) 

compared to the RSC condition (M = 1, SD = .04): t(78) = −2.37, p = .02, d = .28, 95% CI = 

[−.02 −.01].

Discussion

Study 4 replicated and generalized the findings of Studies 1–3. Specifically, we used a 

new list of AUT items and an objective assessment of originality using computational 
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models of semantic distance; we also extended our first three online studies in a controlled 

lab context. Replicating prior results, compared to SSC AUT cues, participants generated 

significantly more AUT responses for RSC (higher fluency) but these responses were 

objectively quantified as less semantically-distant (lower originality), further suggesting a 

cost and benefit of semantic memory structure to divergent thinking.

General Discussion

Creative thinking has long been thought to benefit from associative processes unfolding 

in semantic memory through spreading activation (Kenett & Faust, 2019; Mednick, 1962). 

Here, we identify both benefits and costs of semantic memory for creative thinking, finding 

that increased semantic knowledge can benefit idea quantity at the cost of idea quality. 

We also show that the underlying structure of semantic knowledge interacts with cognitive 

control processes, extending recent work on the role of cognitive control in creative thought 

by identifying a key control mechanism that can strategically drive spreading activation in 

sparse semantic memory networks. Taken together, our findings provide insight into the role 

of, and interaction between, semantic memory and cognitive control during creative thought. 

Across four studies we demonstrate how cue set-size—an index of semantic richness 

reflecting the average number of elements associated with a given concept—differentially 

impacts the quality and quantity of divergent thinking responses.

Our findings indicate that increasing associations can cause a semantic set-size effect on 

AUT characterized by both a cost (decreased idea quality) and a benefit (increased idea 

quantity). In Study 1, we found that although participants generated significantly more AUT 

responses to rich-semantic cues compared to sparse-semantic cues (i.e., increased fluency), 

these responses were rated as significantly less creative (i.e., decreased originality). In Study 

2, we replicated these results and also examined set-size effects in relation to the established 

serial order effect. While we found an effect of serial order, similar to previous studies 

(Bai et al., 2021; Beaty & Silvia, 2012), we did not find an interaction between serial 

order and set-size effect. This lack of interaction may be due to underpowered sample 

size, or additional cognitive processes, such as cognitive control (Chrysikou, 2019; Volle, 

2018), but such control processes were not assessed in this study. In Study 3, we replicated 

the findings of Studies 1 and 2, and extended them by assessing individual differences 

in cognitive control (i.e., Gf) over a larger sample. We found that the set-size effect for 

originality varied as a function of Gf: as Gf increased, so did originality ratings in the SSC 

condition compared to the RSC condition. In addition, Study 3 replicated the serial order 

effect on AUT and found a significant interaction between serial order and set-size effects 

on the AUT. This result strengthens the trending interaction effect found in Study 2 (p = 

.08). In Study 4, we replicated and generalized the findings from Studies 1–3. We find the 

same fluency-originality tradeoff for RSC, using different lists of SSC and RSC words. In 

addition, we used an objective measure of originality, based on the quantitative semantic 

distance between the cue word and participants responses’ (Beaty & Johnson, 2021). Taken 

together, the results extend recent work on the dynamics of memory retrieval and cognitive 

control during creative idea production (Benedek & Fink, 2019; Chrysikou, 2019; Volle, 

2018).
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Cost and Benefits of Semantic Memory

The current findings have implications for the associative theory of creativity (Mednick, 

1962). According to the associative theory, creative thinking involves creating connections 

between concepts stored in semantic memory, and individual differences in creative thinking 

ability can be explained by variation in the organization of concepts. The theoretical 

work of Mednick (1962) has since received empirical support from several studies using 

computational network science methods to quantify semantic networks in low and high 

creative individuals (Benedek et al., 2017; He et al., 2021; Kenett et al., 2016; Kenett & 

Faust, 2019; Ovando-Tellez et al., 2022; Stella & Kenett, 2019), finding that high creative 

individuals have a more “flexible” semantic network structure—higher connectivity and 

shorter distances between concepts in these networks—conducive to remote conceptual 

combination. Our findings are consistent with the associative theory of creativity: on the 

one hand, a rich sematic neighborhood can benefit creative thinking by providing more 

associative links/ideas (high ideational fluency), facilitating the spread of activation (Kenett 

& Faust, 2019); on the other hand, a rich semantic neighborhood comes at the cost of 

increased interference (lower ideational originality), potentially leading to higher semantic 

fixation (Beaty et al., 2017).

Notably, Mednick (1962) emphasized the importance of semantic network structure for 

creative thinking, but he did not account for cognitive factors that can operate on this 

structure, such as cognitive control (Chrysikou, 2019; Volle, 2018). Consistent with past 

work (Beaty & Silvia, 2012; Benedek et al., 2014), Study 3 found that Gf predicted the 

originality quality of AUT responses. Critically, we found that Gf interacted with the set-size 

effect: higher-Gf benefited originality with SSC. From a semantic network perspective, SSC 

may be embedded in a less densely connected semantic neighborhood, potentially blunting 

spreading activation to remote concepts due to less semantic scaffolding (Kenett, 2018b; 

Klimesch, 1987; Mednick, 1962). Thus, one possibility is that Gf compensates for such 

sparse semantic connectivity by driving search processes in a top-down fashion (Volle, 

2018). In other words, when less is known about an object, cognitive control may facilitate 

strategic and deliberate conceptual combination.

On the other hand, one might predict Gf to benefit RSC originality. Because RSC are likely 

embedded within a relatively denser neighborhood of semantic associations—as reflected 

by higher ideational fluency in the RSC condition across all studies—these associations 

may have induced interference due to high salience and semantic relatedness. Prior research 

suggests that salient concepts can disrupt idea generation by priming what is already known 

and thus not original (Beaty et al., 2017; Chrysikou et al., 2016). Thus, cognitive control 

could benefit RSC via inhibitory mechanisms, i.e., suppressing dominant responses and 

redirecting search processes (Beaty & Silvia, 2012). Notably, Study 3 assessed Gf—a proxy 

measure of cognitive control that strongly correlates with executive processes, such as 

inhibitory control (Kane et al., 2005). Future work might resolve this question by examining 

the contribution of specific executive functions to idea generation under similar semantic 

constraints.

More generally, our findings on a cost-benefit effect of set-size on AUT responses extends 

previous findings on linguistic “neighborhood” (phonological, orthographic, semantic) 
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effects (Klimesch, 1987; Kroll & Klimesch, 1992; Luce & Pisoni, 1998; Mirman & 

Magnuson, 2008; Pexman et al., 2008). For example, Mirman and Magnuson (2008) found 

opposing effects of semantic neighbors on word recognition: near neighbors inhibited word 

recognition, while distant neighbors facilitated word recognition. The authors argue that this 

opposing effect is due an attractor dynamic effect: near neighbors act as competing attractors 

that inhibit word recognition, while distant neighbors create a gradient that facilitates 

settling on the correct (recognized word) attractor (Mirman & Magnuson, 2008). According 

to the connectivity hypothesis (Klimesch, 1987), an active search through semantic memory 

is terminated when indirect activity gets back to the original cue. On this view, RSC—

embedded in a richer semantic neighborhood with denser connectivity—is more conducive 

for indirect activity to reach the original cue, simply by the random nature of the spreading 

activation process (Collins & Loftus, 1975).

Related to this speculation, empirical work analyzing phonological and semantic networks 

has demonstrated how richer neighborhoods may “trap” activation in them (Kenett et 

al., 2018; Siew, 2013), activation that theoretically decays rapidly over time. Such an 

explanation may also be related to the findings of Wiley (1998) who argues that experts 

have a narrower search process throughout the domain of their expertise. Thus, while RSC 

activate a larger number of associated concepts (higher fluency), these concepts may be 

more prototypical and salient (lower originality). As proposed by the associative theory of 

creativity, creativity is related to the ability to move farther away from a concept in memory 

(Kenett, 2018a; Kenett & Faust, 2019; Mednick, 1962). Here, we show that spreading 

activation during the creative thought process is constrained by the underlying structure of 

semantic knowledge.

Summary, Limitations, and Future Directions

The present research has potential implications for understanding the role of semantic 

knowledge in creative cognition (Kenett & Faust, 2019). Across four studies, we found 

a dissociation between the quantity and quality of ideas as a function of set-size: more 

ideas are generated when more was “known” about an object—as indexed via semantic 

associations—but these ideas were deemed to be of less creative quality. An interesting 

direction for future research would be to explore the extent to which this effect extends 

beyond “domain-general” creative performance to specific creative domains (cf. Wiley, 

1998). Another outstanding question concerns whether the organization of semantic 

knowledge can be optimized for creativity through learning. We suspect that high creative 

ability is characterized by extensive domain-relevant knowledge, and superior access to that 

knowledge, via its hierarchical organization and top-down retrieval. A final future question 

concerns identifying the optimal density of semantic memory structure that is conducive 

to creative thinking—facilitating both quantity and quality of creative responses (cf. Faust 

& Kenett, 2014)—and determining how this optimal density varies across individuals and 

interacts with additional cognitive variables (e.g., Gf).

In addition, it would also be of interest to examine the possible influences of episodic 

memory retrieval on some of the effects we have documented. Recent studies have shown 

that an episodic specificity induction that biases reliance on episodic retrieval (Schacter 
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& Madore, 2016) produces an increase in subsequent fluency and flexibility on the AUT 

(Madore et al., 2015; Madore et al., 2019). However, it is unknown whether or how 

inducing a reliance on episodic retrieval during the AUT would impact the semantic set-size 

effect or individual differences observed here. One possibility is that an episodic retrieval 

orientation mitigates the semantic set-size effect for SSC cues by providing access to 

episodic information in place of sparse semantic knowledge. Such studies could help to 

further our understanding of how both semantic and episodic memory contribute to creative 

cognition.

A few limitations exist in our study. First, current theories on the structure of semantic 

memory consider it dynamic, contingent on context and individual differences (Yee & 

Thompson-Schill, 2016); here, we maintain a more ‘static’ view of semantic memory 

structure. However, studies examining how properties of semantic memory network 

structure relate to individual differences in creative ability have shown consistent (i.e., static) 

characteristics in these networks, namely higher connectivity and shorter distances between 

concepts (Benedek et al., 2017; He et al., 2021; Ovando-Tellez et al., 2022). Furthermore, 

cognitive network research is slowly moving towards studying the dynamic nature of 

semantic memory structure (Bieth et al., 2021; Kenett & Thompson-Schill, 2020). A second 

limitation is that we used cues only from the University of South Florida Free Association 

Norms (Nelson et al., 2004). While future studies are needed to replicate our findings using 

other associative norms, we did replicate our findings across three studies and generalize 

them with an additional list. Third, although we assumed that RSC index semantic richness, 

our study could not directly isolate the relative roles of association number vs. dominance 

vs. structure on creative performance. These three aspects of semantic networks are related 

but nonredundant, so future work should future clarify their relative contribution to creative 

thinking. Fourth, we found relatively low inter-rater agreement in subjective creativity 

scoring in Study 2. Past work has reported similarly low agreement with subjective scoring, 

highlighting the need to employ objective assessments that can quantify originality with 

higher reliability, such as semantic distance (Beaty & Johnson, 2021). Fifth, participants 

in the in-lab study (Study 4) were considerably younger than participants in the online 

studies (Studies 1–3). Although Gf generally declines with age, we did not consider how age 

may interact with Gf or AUT performance, but we encourage future work to do so. Sixth, 

other potential individual differences beyond fluid intelligence may interact with the set-size 

findings presented here, such as openness to experience (Christensen et al., 2018). Future 

work should continue to examine individual differences to further uncover how memory 

systems and cognitive control interact to support creative thought. Finally, our classification 

of cue words into SSC and RSC was solely based on the number of associative responses, 

and we did not take into consideration aspects of forward and backward associative strength, 

information that is available in the University of South Florida Free Association Norms. Our 

decision to be agnostic to these different types of cue-response relationships may washes out 

specific asymmetric effects highlighted by Mak et al. (Mak et al., 2021; Mak & Twitchell, 

2020). Future studies are needed to examine how the effects of set-size on AUT we find here 

are mediated by a cue word in- and out- degree centrality (forward and backward associative 

strength).
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In conclusion, our research highlights a more nuanced and complex role of semantic 

memory in creative thinking. On the one hand, semantic memory is undoubtedly a critical 

infrastructure in generating creative ideas (Abraham & Bubic, 2015). On the other hand, 

however, similar to other cognitive processes that take part in creative thinking—such as 

cognitive control and working memory capacity—semantic memory can also constrain 

creative thinking. As such, our findings advance understanding of the complex orchestra of 

cognitive processes that give rise to creative thinking.
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Fig. 1: 
Average originality rating as a function of response order. The first response was rescaled 

to zero for the purpose of growth modeling. Lines represent fitted values for each condition 

based on the multilevel linear growth model.
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Fig. 2: 
Interaction effects between Gf and set-size effect (left) and serial order and set-size effect 

(right) on participant’s originality ratings of their AUT responses.
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Table 1:

Linear mixed effect model of originality in study 2

Fixed Effects B SE p

Intercept 2.07 0.088 < .001

Serial Order 0.02 0.004 < .001

Set-size 0.08 0.116 .52

Serial Order*Set-size 0.01 0.006 .08

Random Effects Name Variance SD

Participant Intercept 0.05 0.21

Cue Intercept 0.03 0.17

Residual 0.46 0.68

Full model: Originality ∼ Set-size + (order − 1) + (order −1)*Set-size + (1|participant) + (1|cue)
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Table 2:

correlation analysis between all Gf measures

CFIT Letters Number-set

CFIT - .51** .55**

Letters - .54**

Number-set -

Note

**
p < .01

Think Reason. Author manuscript; available in PMC 2024 January 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Beaty et al. Page 31

Table 3:

Linear mixed effect model of originality in study 3

Fixed Effects B SE p

Intercept 2.28 0.18 < .001

Gf 0.05 0.01 < .001

Set-size 0.19 0.10 .05

Order 0.05 0.01 < .001

Gf*Set-size −0.02 0.00 < .001

Order*Set-size −0.02 0.01 < .001

Random Effects Name Variance SD

Participant Intercept 0.09 0.30

Cue Intercept 0.01 0.09

Residual 0.65 0.80

Full model: Originality ∼ Gf + Set-size + order + Gf*Set-size + order*Set-size + Gf*order + (1|participant) + (1|cue)
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