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Deep Thoughts—Predicting Initial Treatment
Response in Newly Diagnosed Epilepsy

Development and Validation of a Deep Learning Model for Predicting Treatment Response in Patients With
Newly Diagnosed Epilepsy
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Importance: Selection of antiseizure medications (ASMs) for epilepsy remains largely a trial-and-error approach. Under this
approach, many patients have to endure sequential trials of ineffective treatments until the “right drugs” are prescribed.
Objective: To develop and validate a deep learning model using readily available clinical information to predict treatment
success with the first ASM for individual patients. Design, Setting, and Participants: This cohort study developed and validated a
prognostic model. Patients were treated between 1982 and 2020. All patients were followed up for a minimum of 1 year or
until failure of the first ASM. A total of 2404 adults with epilepsy newly treated at specialist clinics in Scotland, Malaysia,
Australia, and China between 1982 and 2020 were considered for inclusion, of whom 606 (25.2%) were excluded from the final
cohort because of missing information in 1 or more variables. Exposures: One of 7 antiseizure medications. Main Outcomes
and Measures: With the use of the transformer model architecture on 16 clinical factors and ASM information, this cohort
study first pooled all cohorts for model training and testing. The model was trained again using the largest cohort and
externally validated on the other 4 cohorts. The area under the receiver operating characteristic curve (AUROC), weighted
balanced accuracy, sensitivity, and specificity of the model were all assessed for predicting treatment success based on the
optimal probability cutoff. Treatment success was defined as complete seizure freedom for the first year of treatment while
taking the first ASM. Performance of the transformer model was compared with other machine learning models. Results: The
final pooled cohort included 1798 adults (54.5% female; median age, 34 years [IQR, 24-50 years]). The transformer model that
was trained using the pooled cohort had an AUROC of 0.65 (95% CI, 0.63-0.67) and a weighted balanced accuracy of 0.62 (95%
CI, 0.60-0.64) on the test set. The model that was trained using the largest cohort only had AUROCs ranging from 0.52 to 0.60
and a weighted balanced accuracy ranging from 0.51 to 0.62 in the external validation cohorts. Number of pretreatment
seizures, presence of psychiatric disorders, electroencephalography, and brain imaging findings were the most important
clinical variables for predicted outcomes in both models. The transformer model that was developed using the pooled cohort
outperformed 2 of the 5 other models tested in terms of AUROC. Conclusions and Relevance: In this cohort study, a deep
learning model showed the feasibility of personalized prediction of response to ASMs based on clinical information. With
improvement of performance, such as by incorporating genetic and imaging data, this model may potentially assist clinicians in
selecting the right drug at the first trial.

Commentary

We know the classic numbers: two-thirds of patients with

epilepsy experience seizure-freedom on anti-seizure medica-

tions (ASMs). But consider this striking statistic stated

differently: 71% of initial treatment is unsuccessful.1 Now,

“unsuccessful” is a grab-bag term conflating inefficacy, non-

adherence, and intolerability. Regardless, that’s a problem. The

question is—can we predict who will sink versus swim? Given

30þ available ASMs, currently trial-and-error represents the

standard of care. Understanding what factors determine success

could better target our drug selection and inform who to coun-

sel most aggressively.

Hakeem et al tackled this question.1 In background, they point

to a precursor model2 developed on claims data predicting optimal

first ASM selection, with modest discrimination. While claims

provide sheer size, they imperfectly measure some key predictors

and outcomes (e.g., seizures, electroencephalogram (EEG)/ima-

ging test results, drug discontinuation). Thus, the authors pooled

5 institutional datasets containing 1800 patients mostly from Glas-

gow plus smaller samples from Malaysia, Australia, and China.
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The goal was to predict “success,” defined as 1-year seizure-

freedom only on initial monotherapy. They unleashed

6 models, including deep learning algorithms (e.g.,

a “transformer” model, and a “multilayered perceptron”

model). Discrimination was compared via the area under the

curve (AUC; probability that a patient who “succeeded” had a

higher predicted probability of “succeeding”; 0.5 ¼ chance,

>0.7 ¼ modest; >0.8 ¼ strong).

Results were modest, sometimes no better than chance. The

transformer model had an AUC 0.72 in the 80% training data-

set, and 0.65 and maximal accuracy of *65% in the 20%
testing dataset. The other models fared no better, with AUCs

ranging 0.58 to 0.64 and accuracy ranging 57% to 60%. When

models were trained on Glasgow data and tested on the remain-

ing 4 datasets, results were even less rosy. The AUCs ranged

0.44 to 0.58, and accuracy was similarly about coin flip.

Trial-and-error lives on, and the future remains hard to pre-

dict. The paper’s goal (predicting treatment success with the

first ASM) implies a 2-fold question. 1. Should we treat? And

2. What drug? These data don’t quite answer either question. A

low chance of success does not rule out benefit; the chance of

seizure-freedom was still likely lower than had they not been

treated. Likewise, a high chance of success does not guarantee

benefit. A patient could have been destined for seizure-freedom

regardless of treatment, or downsides of treatment could out-

weigh a small absolute risk reduction. Thus, a single-armed

(everyone was treated) dichotomous prediction probably hides

what matters most—absolute treatment effects. Still, docu-

menting a low success rate remains useful. Perhaps this means

that we commonly aren’t hitting the bullseye with the first

ASM, which begets the second question—which drug? Inter-

estingly, though, the actual ASM mattered little. The specific

ASM was about 10 times less important in determining

“success” than pretreatment seizure count or EEG/imaging

abnormalities, each nonmodifiable. One potential explanation

could be that ASM choices were already optimized, thus little

room for improvement. This seems overly optimistic. For

example, that precursor claims-based algorithm2 suggested the

specific ASM regimen mattered a great deal, and very few were

prescribed the predicted “optimal” regimen. That said, as

above, claims cannot reliably measure seizures or test results,

so perhaps these cohort-based data provide the “real” answer,

that we should focus our counseling on patients with the high-

est baseline risk, rather than feeling too much pressure about

choosing the one and only “best” ASM. Other data3 likewise

reflect that much of adherence is about differences between

patients rather than differences between drugs.

Additional research take-home messages feel like variations

on a theme.4

The definition of “success” matters. The authors chose 1-year

seizure-freedom given a study showing 100% seizure reduction

increased quality-of-life slightly more than a 75% to 99% reduc-

tion.5 Still, even incomplete seizure reduction may predict

improved quality of life,6-8 relapse could just as well reflect true

inefficacy as it could reflect titrating too slowly which cannot be

disentangled here, and in a composite outcome it is difficult to

know exactly what we are measuring particularly when all com-

ponents are not equal and could have different predictors if

examined individually. Thus, one wonders about what might

have happened if using less extreme or more granular outcomes.

Next, all that glitters is not gold. Once again, enormously

complex machine learning models fail to meaningfully outper-

form logistic regression. “Black box” models may discover

interactions or higher-order effects that would have been unde-

tectable using traditional generalized linear models. Yet, unfet-

tered by assumptions, detecting noise is the rule rather than the

exception (note the expected drop in testing vs training perfor-

mance), and anyways detecting such interactions typically

requires huge sample sizes. Furthermore, all models, no matter

how fancy, are beholden to the same data limitations. For exam-

ple, seizure diaries may undercount seizures.9 Though, admit-

tedly this is a difficult problem to overcome in absence of perfect

seizure detection devices. Regarding interpretability—AUC,

despite having a precise mathematical definition, is not intuitive.

It is also no secret that clinicians often struggle with concepts

such as sensitivity and specificity,10 which do not calculate a

patient’s success probability. Whereas, calibration plots may

more intuitively assess model performance, and medicine is

optimally performed with a pretest probability in mind, then

applying a likelihood ratio, to obtain a post-test probability.

How can we boost performance next time? The top model in

the study by Hakeem et al had an AUC actually identical to that

precursor claims-based model (0.72), despite probably more accu-

rate diagnostic coding, plus adding in seizure counts and EEG/

imaging results. Perhaps the precursor model’s large sample size

balanced out addition of cohort-level data in the study by Hakeem

et al. One answer would be to say—maybe we still aren’t measur-

ing all the right variables. Some examples: more granular mea-

surement of anxiety and how well a patient has tolerated previous

medications, sleep habits, ASM adherence and its predictors,

hepatorenal function, drug–drug interactions, drug–disease inter-

actions (e.g., cognitive impairment), additional ASM coindica-

tions (e.g., migraine, neuropathic pain), the specific type of

epileptogenic brain lesion, and last but not least a patient’s atti-

tudes and beliefs about medications and which side effects would

be of greatest concern. This list is by no means exhaustive. In

pursuit of our next top model, it may be worth going back to the

drawing board to consider the full complement of biopsychosocial

factors driving medication-taking behaviors in addition to biolo-

gical response.

Predictive modeling is hard work. These investigators com-

pleted a heroic effort pooling a large volume of cohort data across

centers, analyzing routinely available data using sophisticated

models to address an important question. Ultimately, though,

we still have much work to do discovering the right drug, for the

right patient, at the right time, and translating such knowledge

from publications to real-world usable decision support tools.
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