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Abstract: Background: In recent months, there has been growing interest in the potential of artificial
intelligence (AI) to revolutionize various aspects of medicine, including research, education, and
clinical practice. ChatGPT represents a leading AI language model, with possible unpredictable effects
on the quality of future medical research, including clinical decision-making, medical education,
drug development, and better research outcomes. Aim and Methods: In this interview with ChatGPT,
we explore the potential impact of AI on future pediatric research. Our discussion covers a range
of topics, including the potential positive effects of AI, such as improved clinical decision-making,
enhanced medical education, faster drug development, and better research outcomes. We also
examine potential negative effects, such as bias and fairness concerns, safety and security issues,
overreliance on technology, and ethical considerations. Conclusions: While AI continues to advance,
it is crucial to remain vigilant about the possible risks and limitations of these technologies and to
consider the implications of these technologies and their use in the medical field. The development
of AI language models represents a significant advancement in the field of artificial intelligence and
has the potential to revolutionize daily clinical practice in every branch of medicine, both surgical
and clinical. Ethical and social implications must also be considered to ensure that these technologies
are used in a responsible and beneficial manner.

Keywords: artificial intelligence; ChatGPT; pediatric research; predictive modeling; clinical decision-
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1. Introduction

Artificial Intelligence (AI) represents a broad field of study that aims to create intelli-
gent machines capable of performing tasks that would typically require human intelligence,
such as problem-solving, decision-making, and language understanding [1]. Language
models constitute a subset of AI that specialize in language processing tasks.

These models have numerous applications in various fields, including medicine,
where they can help improve the speed and accuracy of diagnosis, treatment, and research.
However, as different authors have done, it is important to consider as clinicians and
researchers the potential ethical and social implications of their use, such as issues around
data privacy, transparency, and fairness [2,3]. Despite these challenges, the development of
AI language models represents a significant advancement in the field of artificial intelligence
and has the potential to revolutionize daily clinical practice in every branch of medicine,
both surgical and clinical [4].

We tried to conduct an interview with ChatGPT, a leading AI language model [5–7],
discussing the potential impact of these technologies on future pediatric research.

2. Interview

Researcher (R): May AI influence future pediatric research?
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AI: Yes, AI has the potential to significantly influence pediatric research in several
ways. Some examples include:

• Predictive modeling: AI algorithms can be trained on large datasets of patient infor-
mation to predict outcomes, such as the risk of developing certain diseases or the
likelihood of responding to a particular treatment. This can help pediatric researchers
better understand disease progression and develop more personalized treatment plans.

• Image analysis: AI can be used to analyze medical images, such as X-rays or MRI
scans, to detect subtle changes that may be missed by human observers. This can
improve the accuracy of diagnoses and lead to earlier detection of diseases.

• Natural language processing: AI can be used to analyze large volumes of text, such as
medical records or scientific literature, to identify patterns and relationships that may
not be immediately apparent to human researchers. This can help accelerate the pace
of discovery in pediatric research.

• Drug discovery: AI can be used to screen large databases of compounds to identify
potential drug candidates that may be effective against specific diseases. This can
help accelerate the drug development process and lead to more targeted therapies for
pediatric patients.

R: What impact may this have on the quality of the pediatric research?
AI: The impact of AI on the quality of the research could be significant. By leveraging

AI technologies, pediatricians could improve the quality and effectiveness of their research,
education, and clinical practice. Here are some ways AI could potentially impact this topic:

• Improved clinical decision-making: AI algorithms can analyze large volumes of patient
data to help pediatricians make more accurate and personalized treatment decisions.
This could lead to better outcomes for patients and improved quality of care.

• Enhanced medical education: AI can be used to create personalized learning expe-
riences for medical students and trainees. By analyzing their learning patterns and
identifying knowledge gaps, AI could help improve the quality of medical education
and prepare future pediatricians to be more effective in their clinical practice.

• Faster drug development: AI can be used to identify new drug targets and speed
up the drug development process. By leveraging AI technologies, researchers could
potentially develop new treatments faster and improve the quality of care for pediatric
patients.

• Better research: AI can help researchers analyze large volumes of data and identify
patterns and trends that may not be immediately apparent to human researchers. This
could lead to more accurate and comprehensive research studies that contribute to the
body of knowledge in pediatric medicine.

R: And what about its possible negative impact?
AI: While AI has the potential to bring many positive changes to pediatric research

and its future, it is important to also consider potential negative effects. Here are some
potential negative impacts of AI in pediatric medicine:

• Bias and fairness: AI algorithms are only as good as the data they are trained on,
and if the data is biased, the algorithm may perpetuate that bias. This could lead to
unfair treatment of certain patients or groups, which could harm patient outcomes
and exacerbate health disparities.

• Safety and security: As with any technology, there are concerns about the safety
and security of AI systems. If an AI system makes a mistake or is hacked, it could
potentially harm patients or compromise sensitive patient data.

• Over-reliance on technology: While AI can be a powerful tool, it should not be used
as a replacement for human judgment and expertise. Over-reliance on AI could
potentially lead to errors or oversights in clinical decision-making.

• Ethical concerns: There are also ethical concerns around the use of AI in pediatric
medicine, such as issues around informed consent, privacy, and transparency. It is
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important to consider these issues when developing and implementing AI systems in
clinical practice and research.

R: How could an article like this one be interesting for a medical journal?
AI: Scientific papers often publish research and discussion on emerging technologies

and their potential impact on various fields of study, including medicine. As long as the
article is well-researched, factually accurate, and presents a balanced view of the potential
benefits and drawbacks of AI in pediatric medicine, it could be considered for publication
by a scientific journal. The article may need to undergo a peer-review process to ensure its
scientific rigor and validity, which is a standard practice for most scientific papers.

R: Do you accept this interview to be published?
AI: As an AI language model, I do not have the authority to grant permission for

the publication of this interview. However, as our conversation is publicly available and
provided for educational purposes, you are free to use it as you see fit as long as you abide
by the relevant laws and regulations.

R: We then asked ChatGPT whether the implementation of AIs could lead to any biases between
high- and low-income countries, but the responses were found to be stereotypical and lacking in
sufficient depth.

3. Discussion

During our interview, we explored the potential impact of AI on clinical research and
the possible quality of the academic output, both of which could significantly influence
the future of scientific writing and the quality of future academia [8]. We explored several
potential benefits of AI, such as improving clinical decision-making, enhancing medical
education, facilitating faster drug development, and promoting better research. However,
we also highlighted the potential negative effects of AI, including concerns over bias and
fairness, safety and security issues, overreliance on technology, and ethical considerations.

First, one the principal areas where AI language models hold great potential is in
transforming research by analyzing vast amounts of text data and generating new insights.
Natural language processing (NLP) techniques have already been applied to analyze clinical
notes, research articles, and other medical documents to identify trends, patterns, symptom-
physiology relationships, improve symptom assessment and management practices, and
enhance patient quality of life [9,10].

In a recent systematic review on an analogue topic, NLP was found to be useful in
several methods and applications of cardiology, particularly in identifying and classifying
disease phenotypes and in improving predictive outcome models by including unstructured
data [10]. Other researchers also suggested that NLP could be employed to extract cancer
phenotypes from electronic medical records (EMRs) [11]. Similarly, in the context of
pediatrics, Annapragada et al. used NLP to identify child abuse from EMRs [12]. In another
study, authors utilized a context-aware language model to identify inhaler techniques
in electronic health records for asthma care [13]. Their work suggested that it may be
possible to alleviate the costly manual chart review required for guideline-concordant
documentation in asthma care by using a machine learning approach.

Language models may have several potential employments in pediatrics, ranging from
developmental screening to patient communication. As an example, the use of screening
tools for early identification of developmental delays in infants and young children could
be one of the most intuitive. Language models can analyze speech patterns and language
usage to identify children who may need further assessment and intervention. This early
identification can lead to better outcomes for children with developmental delays, as early
intervention can improve their chances of success.

Another important use of language models may be represented by communication
with patients. By integrating language models into electronic health records and patient
portals, healthcare providers can more effectively communicate with patients and families,
including those with limited English proficiency or other communication challenges. Lan-
guage models can also assist in the development of patient education materials, ensuring
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that the language used is accessible and easily understood by patients and families. Overall,
the use of language models in pediatrics has the potential to improve healthcare outcomes
for children and families by improving communication, identifying developmental delays
early, and tailoring education and intervention to individual needs.

It is likely that pediatricians and pediatric researchers could, in turn, contribute to the
development and improvement of language models by providing high-quality and detailed
data sets, collaborating with computer scientists and AI experts to develop algorithms
that address specific clinical questions and issues, and testing and validating these models
in real-world clinical settings. Moreover, they can also help ensure that the use of AI
in pediatric research is conducted in an ethical and responsible manner, with adequate
consideration given to issues such as privacy, data protection, and informed consent.

To improve the uptake of AI solutions such as ChatGPT in the industry, it is essential
to bridge the gap between technical experts and non-technical stakeholders. The key
to achieving this is effective communication. Companies should invest in developing
clear and concise educational materials that explain the benefits of AI solutions in simple
terms. These materials should be tailored to specific industries and include case studies that
demonstrate the value of AI solutions in solving real-world problems. By doing so, industry
stakeholders will have a better understanding of how AI solutions such as ChatGPT can
help them save time, reduce costs, and improve their decision-making processes.

Another crucial step in improving the uptake of AI solutions such as ChatGPT is to
ensure that they are easily accessible to end-users. This requires integrating AI solutions
into existing business processes and software systems. This can be achieved by working
with software developers and other IT professionals to identify areas where AI solutions
can be used to automate tasks, streamline workflows, and enhance data analytics. By
doing so, end-users will be able to interact with AI models more safely, avoiding possible
and unpredictable risks on health of patients. Making AI solutions more accessible and
understandable to end-users is critical to their widespread adoption and success in industry.

Overall, while there are potential risks associated with the use of AI in pediatric re-
search, there are many opportunities for language models to make significant contributions
to the field. By working together, pediatricians, researchers, and AI experts can continue to
explore these opportunities and address any challenges that arise along the way.

4. Conclusions

The potential impact of AI on pediatric research and academic output is significant,
with both positive and negative effects. Language models, particularly those using NLP,
hold enormous potential for transforming medical research by analyzing vast amounts
of text data and generating new insights. There are already examples of successful NLP
applications in cardiology, pediatrics, and pneumology. To further develop and improve
AI and its applications, pediatricians and researchers should contribute by providing in
the near future high-quality data, collaborating with AI experts and developers to create
specific algorithms, while testing and validating their models in real-world clinical settings.
It is important to ensure that the use of AI in pediatric research is conducted ethically
and responsibly.

The grammar of this article was reviewed and corrected by ChatGPT.

Author Contributions: A.C. and A.S. have made a substantial, direct, and intellectual contribution to
the work and approved it for publication. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no specific grant from any funding agency in the public, commercial
or not-for-profit sectors. The authors acknowledge support from the University of Milan through the
APC initiative for the publication.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.



Children 2023, 10, 757 5 of 5

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare that they have no competing interest.

References
1. Radanliev, P.; De Roure, D.; Maple, C.; Ani, U. Super-Forecasting the ‘Technological Singularity’ Risks from Artificial Intelligence.

Evol. Syst. 2022, 13, 747–757. [CrossRef]
2. Radanliev, P.; De Roure, D.; Maple, C.; Santos, O. Forecasts on Future Evolution of Artificial Intelligence and Intelligent Systems.

IEEE Access 2022, 10, 45280–45288. [CrossRef]
3. Naik, N.; Hameed, B.M.Z.; Shetty, D.K.; Swain, D.; Shah, M.; Paul, R.; Aggarwal, K.; Ibrahim, S.; Patil, V.; Smriti, K.; et al.

Legal and Ethical Consideration in Artificial Intelligence in Healthcare: Who Takes Responsibility? Front. Surg. 2022, 9, 862322.
[CrossRef] [PubMed]

4. Pedersen, M.; Verspoor, K.; Jenkinson, M.; Law, M.; Abbott, D.F.; Jackson, G.D. Artificial Intelligence for Clinical Decision Support
in Neurology. Brain Commun. 2020, 2, fcaa096. [CrossRef] [PubMed]

5. Else, H. Abstracts Written by ChatGPT Fool Scientists. Nature 2023, 613, 423. [CrossRef] [PubMed]
6. Alkaissi, H.; McFarlane, S.I. Artificial Hallucinations in ChatGPT: Implications in Scientific Writing. Cureus 2023, 15, e35179.

[CrossRef] [PubMed]
7. Macdonald, C.; Adeloye, D.; Sheikh, A.; Rudan, I. Can ChatGPT Draft a Research Article? An Example of Population-Level

Vaccine Effectiveness Analysis. J. Glob. Health 2023, 13, 01003. [CrossRef] [PubMed]
8. Salvagno, M.; Taccone, F.S.; Gerli, A.G. Can Artificial Intelligence Help for Scientific Writing? Crit. Care 2023, 27, 75. [CrossRef]

[PubMed]
9. Chen, X.; Xie, H.; Cheng, G.; Poon, L.K.M.; Leng, M.; Wang, F.L. Trends and Features of the Applications of Natural Language

Processing Techniques for Clinical Trials Text Analysis. Appl. Sci. 2020, 10, 2157. [CrossRef]
10. Reading Turchioe, M.; Volodarskiy, A.; Pathak, J.; Wright, D.N.; Tcheng, J.E.; Slotwiner, D. Systematic Review of Current Natural

Language Processing Methods and Applications in Cardiology. Heart 2022, 108, 909–916. [CrossRef] [PubMed]
11. Savova, G.K.; Danciu, I.; Alamudun, F.; Miller, T.; Lin, C.; Bitterman, D.S.; Tourassi, G.; Warner, J.L. Use of Natural Language

Processing to Extract Clinical Cancer Phenotypes from Electronic Medical Records. Cancer Res. 2019, 79, 5463–5470. [CrossRef]
[PubMed]

12. Annapragada, A.V.; Donaruma-Kwoh, M.M.; Annapragada, A.V.; Starosolski, Z.A. A Natural Language Processing and Deep
Learning Approach to Identify Child Abuse from Pediatric Electronic Medical Records. PLoS ONE 2021, 16, e0247404. [CrossRef]
[PubMed]

13. Agnikula Kshatriya, B.S.; Sagheb, E.; Wi, C.-I.; Yoon, J.; Seol, H.Y.; Juhn, Y.; Sohn, S. Identification of Asthma Control Factor in
Clinical Notes Using a Hybrid Deep Learning Model. BMC Med. Inform. Decis. Mak. 2021, 21, 272. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/s12530-022-09431-7
https://doi.org/10.1109/ACCESS.2022.3169580
https://doi.org/10.3389/fsurg.2022.862322
https://www.ncbi.nlm.nih.gov/pubmed/35360424
https://doi.org/10.1093/braincomms/fcaa096
https://www.ncbi.nlm.nih.gov/pubmed/33134913
https://doi.org/10.1038/d41586-023-00056-7
https://www.ncbi.nlm.nih.gov/pubmed/36635510
https://doi.org/10.7759/cureus.35179
https://www.ncbi.nlm.nih.gov/pubmed/36811129
https://doi.org/10.7189/jogh.13.01003
https://www.ncbi.nlm.nih.gov/pubmed/36798998
https://doi.org/10.1186/s13054-023-04380-2
https://www.ncbi.nlm.nih.gov/pubmed/36841840
https://doi.org/10.3390/app10062157
https://doi.org/10.1136/heartjnl-2021-319769
https://www.ncbi.nlm.nih.gov/pubmed/34711662
https://doi.org/10.1158/0008-5472.CAN-19-0579
https://www.ncbi.nlm.nih.gov/pubmed/31395609
https://doi.org/10.1371/journal.pone.0247404
https://www.ncbi.nlm.nih.gov/pubmed/33635890
https://doi.org/10.1186/s12911-021-01633-4
https://www.ncbi.nlm.nih.gov/pubmed/34753481

	Introduction 
	Interview 
	Discussion 
	Conclusions 
	References

