ﬁ Sensors

Article

Continuous Non-Invasive Blood Pressure Measurement Using
60 GHz-Radar—A Feasibility Study

Nastassia Vysotskaya ">*

, Christoph Will 1%, Lorenzo Servadei 3", Noah Maul 2(*, Christian Mandl !,

Merlin Nau 2, Jens Harnisch ! and Andreas Maier 2

check for
updates

Citation: Vysotskaya, N.; Will, C.;
Servadei, L.; Maul, N.; Mand], C.;
Nau, M.; Harnisch, J.; Maier, A.
Continuous Non-Invasive Blood
Pressure Measurement Using

60 GHz-Radar—A Feasibility Study.
Sensors 2023, 23, 4111. https://
doi.org/10.3390/523084111

Academic Editor: Toshiyo Tamura

Received: 24 February 2023
Revised: 31 March 2023
Accepted: 1 April 2023
Published: 19 April 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Infineon Technologies AG, Am Campeon 1-15, 85579 Neubiberg, Germany

Department for Computer Science 5 (Pattern Recognition), Friedrich-Alexander-University
Erlangen-Nuremberg (FAU), Martensstrasse 3, 91058 Erlangen, Germany

Department of Electrical and Computer Engineering, Technical University of Munich, Arcisstrasse 21,
80333 Munich, Germany

*  Correspondence: nastassia.vysotskaya@infineon.com or nastassia.vysotskaya@fau.de

Abstract: Blood pressure monitoring is of paramount importance in the assessment of a human’s
cardiovascular health. The state-of-the-art method remains the usage of an upper-arm cuff sphyg-
momanometer. However, this device suffers from severe limitations—it only provides a static blood
pressure value pair, is incapable of capturing blood pressure variations over time, is inaccurate, and
causes discomfort upon use. This work presents a radar-based approach that utilizes the move-
ment of the skin due to artery pulsation to extract pressure waves. From those waves, a set of 21
features was collected and used—together with the calibration parameters of age, gender, height,
and weight—as input for a neural network-based regression model. After collecting data from 55
subjects from radar and a blood pressure reference device, we trained 126 networks to analyze the
developed approach’s predictive power. As a result, a very shallow network with just two hidden
layers produced a systolic error of 9.2 & 8.3 mmHg (mean error + standard deviation) and a diastolic
error of 7.7 & 5.7 mmHg. While the trained model did not reach the requirements of the AAMI
and BHS blood pressure measuring standards, optimizing network performance was not the goal
of the proposed work. Still, the approach has displayed great potential in capturing blood pressure
variation with the proposed features. The presented approach therefore shows great potential to
be incorporated into wearable devices for continuous blood pressure monitoring for home use or
screening applications, after improving this approach even further.

Keywords: FMCW radar; vital sensing; continuous blood pressure monitoring; signal processing;
wearable device

1. Introduction

High blood pressure (BP)—also referred to as hypertension—is known to be a silent
killer. Considered one of the most critical risk factors for cardiovascular diseases [1,2],
it can cause severe damage to human organs, mainly to the heart and kidneys, if left
untreated [2,3]. Neglecting its treatment can lead to stroke, disability and, in severe cases,
even premature death [4].

The gold standard for measuring BP remains the conventional upper arm-cuff device,
using either the manual auscultatory or automated oscillometric method [5]. The arm cuff
is inflated for both methods until blood flow is completely occluded.

For the auscultatory method, the pressure is slowly released from the cuff, and a
physician will listen for so-called Korotkoff sounds while the oscillometric devices use
algorithms for this purpose.

The applied cuff pressure at which the first Korotkoff sound appears is the systolic
blood pressure (SBP), and the pressure at which the last Korotkoff sound appears is the
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diastolic blood pressure (DBP). Hence, the SBP and the DBP form the upper and lower
bounds, respectively, within which the pressure wave travels during one cardiac cycle [6].

Hypertension is usually diagnosed by a physician. However, when BP is measured by
a physician, it might become uncharacteristically high due to a psychological effect called
Whitecoat Hypertension [5,7], referring to the white coat that physicians commonly wear.
This effect, as well as the fact that automated oscillometric arm cuffs estimate rather than
measure pressure [5] provide strong evidence that single measurements lack representation
of the total cardiovascular state. As a direct consequence, BP must be monitored more
regularly. It has been shown that daily measurements [2] or capturing BP variations
over multiple measurements during one day [4] are more predictive of cardiovascular
diseases. In fact, BP is one of the most dynamic physiologic variables, as pulse waves
continuously change in terms of both frequency and amplitude [5]. A myriad of external
factors influences BP—food intake, stress, age, weight, body height, medication, and body
position, to name a few [8]. Hence, it not only varies over long periods of time but also
fluctuates over short time frames.

1.1. Blood Pressure Physiology

The heart is a periodic fluid pump [5]. It pumps blood to transport nutrients and
oxygen through the body. The blood circulation is depicted in Figure 1.

"-‘ Pulmonary
veins

Figure 1. Blood flow circulation through heart chambers, valves, arteries, and veins. Adapted with
permission from [9]. © 1990, Springer Science+Business Media New York.

Blood that needs oxygenation is pumped to the lungs through the pulmonary artery
(PA), where it is oxygenated and then returns to the heart via the pulmonary veins [9].
It then passes the left atrium (LA) through the mitral valve (M) into the left ventricle
(LV), from where it is pushed into the aorta—a large artery from which the arterial tree
spans—through the aortic valve (AO) [9]. This oxygenated, nutrient-rich blood travels
through this arterial tree.

It then returns to the heart via the superior vena cava (SVC) and inferior vena cava
(IVC) veins back to the heart into the right atrium (RA) [9]. In the RA, the blood is pushed
to the right ventricle (RV) through the tricuspid valve (T), and the cycle begins anew [9].

When the blood is pushed through the arterial tree, it exerts force onto the arterial
walls—this is the reason it is called BP. In order to push blood into the aorta, the heart needs
to build up pressure in the LV, where the highest pressure marks the systolic pressure, right
at the opening of the aortic valve [9,10]. Consequently, the lowest pressure—the diastolic
pressure—occurs when the aortic valve closes and blood flow is stopped [5].
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The BP curve, however, is not linear from systolic to diastolic pressure and back: It
rather constitutes “a series of harmonics travelling along the arterial tree, rather as on a
plucked violin string” [10]. A typical waveform taken from the radial artery can be seen in
Figure 2. The beginning of the curve—the lowest pressure—marks the diastolic pressure.

When the heart pushes blood into the arterial tree, this leads to a steep increase in
pressure up to the systolic pressure. After that, the pressure begins to decrease non-linearly.
The pressure waveform is, in fact, a superposition of the pressure wave generated from
the LV and a reflection of the wave at peripheral sites back to the aorta, resulting in
an augmentation of pressure [10]. This augmentation leads to a trough before a second
upstroke in pressure due to this reflection, which is called dicrotic notch [5].

Figure 2 shows an example location of the dicrotic notch at around 300 ms, visualized
with an orange dot.
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Figure 2. Example pressure pulse wave from the radial artery. Dicrotic notch location is marked with
orange dot.

BP is historically measured in millimeters of mercury, short mmHg. The typical,
healthy BP value is 120 mmHg systolic over 80 mmHg diastolic pressure [1]. People with el-
evated BP should monitor their BP regularly as they are likely to develop hypertension [11].
Methods for reducing BP include regular exercise, a balanced diet or medication. If systolic
BP values exceed 180 mmHg, a doctor should be contacted immediately [11].

1.2. Contributions

To the best of the authors’ knowledge, this is the first publication of its kind to provide
a full tutorial-style signal processing pipeline for continuous radar-based blood pressure
estimation. The work covers extracted features for pulse wave analysis-based neural
network regression and feature justification in detail.

Additionally, this work proposes a beamforming algorithm used for improving signal-
to-noise ratio. This research was conducted as a potential commercial application, as it
shows that even a small network topology produces meaningful results, hence allowing
implementation on an embedded microcontroller. While we did not reach clinical accuracy,
the proposed approach shows great potential and could be employed in a wearable device
for at-home usage, allowing seamless integration into daily life.

1.3. Article Structure

The rest of the journal article is structured as follows: Section 2 presents analysis-
based work and the motivation for the need for a novel blood pressure monitoring system.
Section 3 gives a detailed introduction to radar fundamentals. Section 4 describes signal pro-
cessing techniques to extract pulse waves from the underlying skin displacement, Section 5
covers data collection, feature extraction, and training of various neural network topolo-
gies. Section 6 describes the blood pressure mapping results, which are then discussed in
Section 7. The work is concluded in Section 8.
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2. Related Work

A myriad of blood pressure monitoring approaches exist. Nevertheless, no ideal
solution has been established [5]. The ideal blood pressure monitoring technique should
be non-invasive, accurate, relatively inexpensive, and use a sensor small enough to be
integrated into wearable devices to allow for daily readings. Additionally, it should not
cause discomfort, should allow and provide continuous BP readings and extract the whole
pulse waveform, not just upper and lower pressure bounds, since the waveform contains a
multitude of information about the patient’s cardiovascular state. Given the importance
of such devices for medical diagnosis and preventative care, optimizing BP measuring
technology is an active area of research. A few examples are given in the following.

Applanation tonometry can be used to extract individual pulse waves due to its
inherent pressure-sensing nature [12]. This technology provides continuous readings while
being non-invasive. Therefore, it gives both morphological information and directly returns
BP readings for each pulse wave. However, this technology suffers from severe limitations:
Applying a tonometer pen inflicts discomfort and pain. Additionally, a trained physician
needs to hold the tonometer in perfect position. This dramatically restrains everyday life.
Thus, this approach seems only feasible in a clinical setting for a short period of time.

Photoplethysmography (PPG) is an optical technology that is already being used in
pulse oximeters [5]. It measures the pulsatile change of blood volume [5,13] by measuring
the light intensity return of the light that is emitted through the tissue using an LED [5,14].
While the PPG cannot measure pressure itself [2], research has proven that the PPG wave-
form reflects the radial pressure waveform and shows similar morphological changes in
diseases [5,13].

In [6], the authors operated on the open-source clinical MIMIC database, which
contains synchronized electrocardiograph (ECG) signals, arterial blood pressure waveforms,
fingertip PPG signals, and reference SBP and DBP, among others [15]. The authors claimed
that the amplitude of the PPG signal varies significantly and therefore excluded amplitude-
based features for their approach. Instead, they focused on timing-based features and
extracted 21 timing differences and timing ratios as input for a neural network. Their results
are very promising, with errors of 3.8 £ 3.46 mmHg and 2.21 4 2.09 mmHg (mean error
=+ standard deviation) for SBP and DBP, respectively. PPG technology is “non-invasive,
non-occlusive, low-cost, and already in use clinically as part of standard monitoring
equipment” [16], making it a good option for extracting pulse waveforms for BP estimation.
However, the PPG is influenced by environmental factors such as temperature [13] or
skin pigmentation. In fact, the concentration of melanin in human skin can attenuate the
incident light, as melanin is highly light absorbent [17].

A larger melanin concentration will therefore lead to smaller pulse heights [17].

The study in [17] has shown that Fitzpatrick skin type group V (dark brown) demon-
strated significantly lower modulation than other groups. This difference in pulse heights
would consequently change amplitude features of extracted pulse waves—as those features
are used to estimate blood pressure values, this could likely falsify those estimates.

Due to this—unintended, however present—discrimination of people of color, causing
lack of measurement accuracy and reliability, this technology is insufficient for inclusive
patient monitoring.

In [18], the authors used imaging photoplethysmography (iPPG) techniques to track
subtle changes in skin color, corresponding to blood pressure curves. For each curve
they extracted temporal, and amplitude features, areas, and derivatives and compared
the locations of these imaging PPG features to those of contact PPG ones, after further
processing the iPPG pulse waves. This technique shows promising correlation of the
imaging based wave extraction and the contact based one. However, no results for mapping
to blood pressure are presented in their work. A limitation of their presented work is that
the forehead area must be well-illuminated and the subject must sit still in front of the
camera. Thus, it is not seamlessly integratable into daily life.
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In [19], the authors created a two-channel ballistocardiogram (BCG) by placing
polyvinylidene fluoride resin film inside a sofa so that BCG signals from the subject’s
back and thighs are captured. They extracted the instantaneous phase of the signals by
applying a Hilbert Transform on the first intrinsic mode function of the BCG signals that
was obtained using empirical mode decomposition. They used a 1D-CNN architecture
to train BP from this instantaneous phase. In resting position, they achieved an error of
0.93 &+ 6.24 mmHg for systole and 0.21 £ 5.42 for diastole. While these are great results,
this approach suffers from the following limitations: Only non-hypertensive subjects were
selected for the study—this limits the expected blood pressure range significantly and thus
makes prediction much easier. Additionally, they only measured the cuff-based reference
BP five times per minute in a resting state, thereby drastically limiting the data amount for
training and failing to capture beat-to-beat variations.

Lastly, radar technology was also increasingly discussed in the literature.

In [20], a 900 MHz continuous wave (CW) radar was placed on the sternum to extract
displacement information from the aorta. This displacement contains the pulse waves. The
authors used a technique called pulse transit time (PTT) for BP estimation. For that, they
used the timing difference between the R-peak of the electrocardiograph (ECG) and the
foot of the radar-based pulse waves as an estimate for the pre-ejection period (PEP) which
is essentially the time required to build pressure for the blood to be pushed into the body.
They extracted the pulse arrival time (PAT) as the timing difference between the R-peak of
the ECG and the maximum slope of a PPG attached to the earlobe. Then, they calculated
the PTT by subtracting the PEP from the PAT and used a linear model to estimate the
BP using the PTT. While this result demonstrated reasonably accurate results, with the
cumulative error percentage (in this case, the percentage of predictions where the error was
below a given threshold) being below 7 mmHg for 81.3% and below 15 mmHg for 92.28%,
this approach lacks simplicity. Three different sensor technologies are employed, rendering
this solution bulky and expensive. Additionally, ECG lacks convenience for personal use
as it is best applied by a physician.

The authors of [21] utilized a 60 GHz frequency-modulated continuous wave (FMCW)
radar in a wristwatch-like enclosure with a standoff distance of 1 cm. While they demon-
strated that the radar system can extract the pulse waveform and some of its important
morphological features, they did not use the extracted pulse waveforms to extract features
and use those to map the curves to blood pressure values.

In [22], a 24 GHz continuous wave radar was used to extract pulse waves at 15 cm
from the chest. After that, six features are extracted per pulse wave—three are timing
features, two are amplitude related, and the sixth is the heart rate. While this method
produced excellent results with errors of 0.22 £ 3.85 mmHg and 2.52 & 6.73 mmHg for DBP
and SBP, respectively, it suffers from limited integration in daily life: Patients needed to sit
completely still on a chair, 15 cm away from the radar. Therefore, such a setup could not be
used to monitor trends in BP variation during daytime activities or during sleep.

Hence, it can be concluded that no ideal solution exists to date. Referring back to
the beginning of this section, we chose a 60 GHz FMCW radar to evaluate whether it
satisfies all criteria for an ideal blood pressure monitoring solution. As the chosen sensor
is non-invasive, small, and inexpensive, the aim was to show whether the use of radar
technology allows the extraction of pulse waveforms and their mapping to BP values
accurately. In the following, we provide a digital signal processing tutorial for blood
pressure curve extraction along with a signal-to-noise ratio improvement procedure. We
propose a set of features to be extracted from an individual pulse wave and show that these
contain enough meaningful information that using a very small neural network shows
good predictive power.
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3. Radar Fundamentals

The ideal BP technique should be non-invasive, accurate, inexpensive, comfortable,
small, provide continuous BP readings, and extract the whole pulse waveform.

The radar inherently meets some criteria. It is an inexpensive technology that requires
a low power supply and can be very small. When integrated into a wearable device, it
becomes invisible—no emitted light, no camera lenses.

Therefore, it complies with data privacy protection because subjects cannot be dis-
tinguished with only the radar’s raw data. Additionally, the radar is independent of
environmental factors such as ambient temperature, light source, weather, or the skin’s
melanin concentration.

Radar is an acronym for radio detection and ranging [23]. A radar generates electro-
magnetic waves and transmits those into its surroundings via the transmit antennas. When
those waves hit a target, they are partially reflected and then detected by the receivers.

Continuous wave (CW) radars can be used to extract information about a target’s
movement and its radial velocity, meaning its velocity relative to the radar. If a target moves
towards the radar, the reflected waves superposition each other and produce a reflected
wave of higher frequency than the transmitted wave. Similarly, if the target moves away
from the radar, the reflected wave has a lower frequency than the transmitted one [24]. A
practical example is an ambulance—the more it approaches, the more high-pitched the
sound becomes due to the superposition and thus increase of sound frequencies. This is a
well-known phenomenon called the Doppler Effect.

Movement can therefore be extracted by using this Doppler Effect—if the returned
frequency differs from the transmitted one, the target exhibited movement. This shift in
frequency, the Doppler shift, can be used to extract the radial velocity of this moving target
by using the relation

_ 2. fradar "0 COS(G)

1
fo c @
for velocity estimation [25]
A fp
v=-2 @

Compared to a CW radar, a frequency-modulated CW (FMCW) radar has the addi-
tional advantage of having range resolution due to its changing emitted frequency [21].

We thus chose an FMCW radar due to the close proximity of the radar to the skin
when embedding the sensor into a wearable device—this way, only the closest-range return
signal can be used for further signal processing. As the name suggests, the transmitted
frequencies vary over time—the most common frequency pattern is the saw-tooth pattern
with a linear increase from lower to upper frequency and an abrupt decrease back to the
lower frequency. The difference between the upper and lower frequencies is called the
bandwidth b,

b= fupper _flower = (fO + b) _fO- 3)

An illustration of this functionality is given in Figure 3—the frequency is linearly
increasing over time, starting at the lower frequency f at the fast sampling time step ¢,
and iteratively increasing its frequency with each sampling time step t;, with i € [0,n — 1],
where 7 is the number of samples per chirp, until the upper frequency is reached. An
increase in frequency is equal to a faster oscillation of the transmitted signal.



Sensors 2023, 23,4111

7 of 36

Frequency (Hz) : slow time, t: fasttime
N
fo+B =1 T=2 T=3
f = fn
B PRI
) f=h
Jo v Wi G L L
T 3 ~
L{4 o -
by -ty ty =ty Ly Ly Time (s)

Figure 3. Example of transmitted chirp-signal frequency pattern from FMCW radar. Reprinted with
permission from [26]. © 2020, IEEE.

The choice of upper and lower frequencies will affect the wavelength of the electro-
magnetic waves. The higher the emitted frequencies, the smaller the wavelength and the
more sensitive the radar is to motion.

The wavelength can be computed as

c
A=—, 4
2 @)
where c is the speed of light, and f. is the center frequency
b
fe=fo+z )

The fast time is defined by the number of samples per chirp, while the slow time refers
to the number of chirps per second—the reason for this naming is the short duration of the
sampling compared to the execution of the whole chirp. The pulse repetition interval PRI,
also depicted in Figure 3, is the pulse repetition time (also known as PRT) and is the time
distance between two consecutive chirps.

The time it takes for the chirp to reach the upper frequency from the lower frequency
is called the chirp duration {.—this is depicted in Figure 4.

Frequency

Pulse repetition time (PRT,

ik T ( )
= Transmit signal
Af
D T

Time

=~

Frame duration (7))

Figure 4. Visualization of the relation between transmitted and received waves. Source: [25].

As described above, an FMCW radar has the advantage of having range resolution
due to its changing emitted frequency [21]. This way, the distance of a target relative to
the radar can be calculated, and the reflected signal from only a specific range bin or a
span over multiple range bins can be used. This is especially useful when the radar’s range
exceeds the application’s region of interest and might cause unnecessary noise.

Additionally, this allows for spatial discrimination of targets [21]. The range resolution
determines the degree to which this spatial resolution is possible—it can be computed
as [27] i

Ai’ - %, (6)
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where c is the speed of light, and b is the bandwidth. The distance of a target relative to
the radar can be calculated by using the timing difference between the transmitted and
received signal 7, also referred to as round trip delay, as [27]

r= 5 (7)

The maximum distance can be obtained by [28]

— fstCC (8)

’max = op

where f; is the sampling rate, and f. is the chirp duration.
The transmitted FMCW signal is expressed as

b
TX(t) = atxcos (27'cf0t + nt—tZ + 9(t)> )
C
and the received signal from a target in range r as

RX(t) = agxcos (27‘[f0(t -T)+ ntk(t — 1) +0(t— T)>, (10)
C

where atx and agx are the amplitude of the transmitted and received signal, respectively, ¢

is time, T is round trip delay depending on the distance r and 6 is the phase noise [28].

In practice, however, we did not have access to the round trip delay. Instead, we
computed the so-called range FFT (Fast Fourier Transform) to extract the beat frequency—
which is visualized as Af in Figure 4—and the Doppler shift fp. The beat frequency fp is
the frequency difference between the transmitted and received waves. In comparison to
the beat frequency, the Doppler shift is very small.

The range FFT was performed per chirp and, thus, along the fast samples/chirp time
axis, not the slow chirps/second time [26,28,29]. It yields the spectrum of the beat signal,
where peaks at a target bin identify targets at that particular distance [28]. The complex
output of the range FFT at those target bins contains the phase of the returned signal at
that specific range bin and thus contains the same information as for a CW radar. Hence,
the phase can be used to extract both motion and velocity. This property was utilized, as
explained in the following section, for extracting skin displacement.

4. Methods

This section gives an overview of the methods employed for extracting skin displace-
ment. Figure 5 outlines the complete pipeline of the proposed algorithm for radar-based
blood pressure estimation. The pseudocode for the pipeline is given in Algorithm 1.

The output from the receiver antennas is referred to as the radar’s raw data. These
raw data are then used for optimally placing the radar sensor with the help of digital
beamforming (described in detail in Section 4.1) and for extracting the skin displacement
(see Section 4.2). The chain of thought for our skin displacement extraction approach was
the following: when blood is pumped through the artery, it expands.

Since the skin is elastic, this motion will propagate to the skin surface which we can
then measure with radar. This process is called vasomotion [30,31].

Finally, Section 4.3 covers the proposed feature extraction for mapping to blood
pressure values.
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Algorithm 1 Pseudocode for raw data processing

1: procedure RAWDATAPROCESSING(radar)
2:  raw_data < Get_Raw_Data(radar)
3:  previous_circles + ]

4: loop:
5: doa < ESBM(raw_data)

6: pulse_waves < DisplacementExtraction(raw_data, previous_circles)
7 features < FeatureExtraction(pulse_waves)

8 BP_values < MapFeaturesToBP(features)

9 goto loop.

3. Beamforming:

compute covariance matrix 5. Arctangent

for ESBM beamforming. If

2. Range FFT: the peak of the power

1. Collect Raw Radar

Data

across all chirps 0°, we have perfectly

located our radial artery.

—»  computerange FFT ~ — spectral density (PSD)isat —»

Observation: it also works in
o

+10

4. Extracting 1Q Data:
use complex range FFT at
first non-DC range binto fit a
circle in the complex plane.
Use circle to correct the IQ
data to lie on the unit circle.

Demodulation:

By applying arctangent
demodulation we extract the
target displacement signal,
which contains the pulse
curve.

6. Filter Displacement
Signal:
Apply 4th order Butterworth
filter on displacement signal

7. Check Pulse Waves:
Only use good, usable data.
Needs to be similar to
reference device's data.

8. Calibration:
Determine subject-specific
calibration factor in order to

9. Pulse Wave Analysis:
Extract a set of 21 features
per pulse wave and store

10. Machine Learning:
Use extracted features and
ground truth values from

CNAP reference device to

in database train a NN

with cutoff frequencies 0.75 - Correlation approach

and 5Hz, respectively.

scale pulse waves

Figure 5. Employed signal processing pipeline. The boxes are colored according to their method
subsection.

4.1. Locating the Radial Artery

Before attempting to extract skin displacement, it is crucial to locate the radial artery
in order to improve the signal-to-noise ratio. The phase difference between multiple receive
antennas can be used to estimate the precise angle from which a signal is emitted [25]:

27td - sin(6)

3 (11)

A‘Prxl,rxz =
This is known as Direction-of-Arrival (DOA) estimation.
The wavefield arrives at an m-element uniform linear receiver antenna array from an
angle 0, which is the angle of the target relative to the radar. The number of different target
directions d that can be distinguished is limited as

Amax =m — 1. (12)
In this work, the digital beamforming algorithm, called the Eigenspace-based Method
(ESBM) [32]—an optimization of the well-known MVDR (Minimum-Variance Distortionless
Response) algorithm [33]—was used to estimate the DOA. The advantages compared to
conventional MVDR beamforming are discussed in [32].
The pseudocode for calculating the DOA is outlined in Algorithm 2.
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Algorithm 2 Pseudocode for ESBM-based DOA estimation
1: procedure ESBM(raw_data)

2: antennal_response <— FFT_ﬁrst_bin(raw_data_from_antennal)
3: antenna3_response < FFT_first_bin(raw_data_from_antenna3)
4: X <+ [antennal_response; antenna3_response]

5: R« XxX

6:  R_inv < Inverse(R)

7: [eigenvectors, eigenvalues] <— EVD(R)

8: [eigenvectors, eigenvalues] < Sort(eigenvectors, eigenvalues)
9: A + eigenvector_of_largest_eigenvalue

10: loop over angle range of interest:

11:  a ¢ Steeringvector(angle)

12: a_proj «+ Ax A xa

13: W_proj < %

14: psd_for_angle < w_proj’ * R * w_proj
15: goto loop over angle range of interest.

16: doa < Peak_angle(psd)

17: return doa

First, the covariance matrix R must be calculated by stacking the array response and
multiplying it with its Hermitian as in Equation (13):

R = E[xx'], (13)

where H signifies that the receiver signal x is multiplied by its Hermitian to obtain covari-
ance. The array response was extracted from the target range bin’s range FFT of the raw
data from antenna 1 and antenna 3, since these two antennas formed a uniform linear array.
Since the response of two antennas was used, R will have the dimension 2 x 2.

The ESBM method projects the steering vectors into the signal subspace A in order
to improve the signal-to-noise ratio and thus the DOA performance [32]. The signal
subspace can be obtained from the covariance utilizing eigenvalue decomposition—the
m eigenvalues are sorted in descending order. The eigenvectors belonging to the d largest
eigenvalues span the signal subspace, and the other ones span the noise subspace. In this
case, the signal subspace A is extracted by using the eigenvector belonging to the largest
eigenvalue of R as only one target is considered.

Digital beamforming algorithms use so-called steering vectors that describe phase
shifts when a planar wave hits the receiver array depending on its angle to determine the
DOA of a target.

Therefore, a loop over the angle range of interest is created. In this case, angles from
—40° to +40°, with 1° step size, were selected. This was considered sufficient due to the
very close proximity to the skin.

Under the assumption that the distance between two antennas is d = %, the steering
vectors a are calculated as

a(f) = [1... e Jrlm=1)sin(@)T (14)

For each angle, its correspondent steering vector was calculated using Equation (14)
and then projected into the signal subspace A with Equation (15) in order to improve the
signal-to-noise ratio:

Aproj = AAMa. (15)
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To determine the DOA, the Power Spectral Density (PSD), which gives the mean
square value of wave amplitudes arriving at the sensor array, was computed:

psdpspy = wgoijproj. (16)

The angle that maximizes this PSD is returned as the angle of arrival. Since the
steering vectors were projected into the signal subspace, the beamforming weights needed
to account for that. The ESBM weights adapt to their environment in such fashion that the
PSD of DOA waves—with its corresponding steering vector ap;signal with the respective
DOA 6sjgna—remains unchanged. At the same time, the PSD of all non-signal directions is
minimized [32].

This is formulated in a minimization problem of the PSD,

H

mlnwproj wpro

Rwproj  s.t. wgmj Aproj signal = 1- (17)
The optimum weights wp,; after solving this minimization problem using a Lagrange-
polynomial are
W — Ril“proj
projy — H —1 .
aprojR Aproj
This way, the amplitudes of non-signal direction waves are suppressed, and only
signal direction waves can pass unhindered. The PSD is thus a function of weights that
depend on the projected steering vectors, which in turn depend on their respective angle.
In conclusion, a peak of the PSD at a specific angle signifies that a signal is arriving from
that specific angle.
By applying peak search over the PSD of the returned signal, the precise angle of
signal arrival could be calculated. An exemplary output of the calculated PSD can be seen

in Figure 6, where the target is detected at —4°.

(18)

Measured PSD at bin 2. Peak at -4°. Move sensor a bit to the right!

a r
m%E ESBM j
oo L ! L L ! L L L L
250 -200 -150 -100 -50 0 50 100 150 200 250
angle

Figure 6. Example of returned PSD. Target detected at —4° relative to the radar.

This information was then used to shift the radar placement if needed so that the radial
artery was located directly under the radar. This ensured the recording of skin displacement
rather than noise. However, the area from which the signal reflects is very large due to the
proximity. Therefore, in this work, a DOA range of [—10°;10°] was considered a suitable
radar positioning.

The next step in the data acquisition pipeline is skin displacement extraction.

4.2. Skin Displacement Extraction

Radars are capable of extracting very small movement [30]. The radar continuously
emits frequency waves—when these emitted waves hit a target undergoing periodic motion,
the phase of the reflected waves contains this movement [4]. As described before, the
phase of the beat frequency can be used to extract motion [34]. Even movements that are
significantly smaller than the range resolution can be extracted [21], as the reflected wave is
phase-modulated by this motion and thus contains its respective frequency components [4].
The beat frequency can be calculated as [27,28]

fo = 22 (19)

cte”
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CW radars use a homodyne quadrature mixer that uses digital signal processing to
yield in-phase (I(t)) and quadrature (Q(f)) baseband signals [4] that contain the phase of
the signal, which includes the motion. They can be expressed as

I(t) = LIICOS(ZTCfBTltm + l/J]) ~+ dcy (20)

and
Q(t) = agsin(27t fgntm + ) + dcg, (21)

respectively [28], where a1 and ag are the I/Q channel amplitudes, fg is the beat frequency,
n is the number of samples per chirp, ty, is frame duration, ¥ is the phase information, and
dcy and dcg are the DC offsets.

FMCW radars do not have a quadrature mixer and therefore use the complex output
of the range FFT target bin as substitutionary I(¢) and Q(t) baseband signals. These signals
are orthogonal to each other in order to avoid the so-called nullpoint problem.

If the incoming signal causes one baseband signal to vanish essentially and thus to have
the least sensitivity, the other baseband has full sensitivity due to this orthogonality [35].
This way, losing a signal can be avoided.

In contrast to the DOA estimation (Section 4.1), displacement extraction only needs
the FFT output from a single antenna.

Since the radar is in closest proximity to the skin, the complex output of the FFT of
the first range bin was utilized as substitutionary I(¢) and Q(t) signals (second row of
Algorithm 3). These signals lie on a circle in complex plane, with the DC offsets dcy and dcg
being the center coordinates and the I/Q channel amplitudes a; and ag determining the
radius. However, since the skin displacement is much smaller than the radar wavelength,
the I/Q data will not form an entire circle but only an arc [29,36] to which the circle must
be fitted.

Algorithm 3 Pseudocode for displacement extraction

1: procedure DISPLACEMENTEXTRACTION(raw_data, previous_circles)

2:  range_FFT < FFT(raw_data_from_antenna3)
3: iq < range_FFT_first_bin
4:  a,b,r ¢ CirclefitbyTaubin(iq, previous_circles)

(Real(iq)—a, Imag(iq)—b) )

5: compensated_IQ <+ Complex( -

6: phase < Unwrap(ArctangentDemodulation(compensated_IQ))
7: pulsewaves_rad «+ ButterworthFilter(data = phase, order = 4, cutoff = [0.75,5])
8: pulsewaves <« pulsewaves_rad x t

9: return pulsewaves

This increases the difficulty of fitting a circle. In order to apply DC offset compen-
sation, a circle must be fitted to the substitutionary I(t) and Q(t) signals (third row of
Algorithm 3). This was carried out by following the circle fit estimation by Taubin as
outlined in Algorithm 4.

Generally, fitting a curve to a set of data points can be performed by minimizing the
mean square distance of the curve to a set of given data points [37]. In [37], however, Taubin
proved that—in the case of planar curves—this problem can be simplified by solving a
generalized eigenvector problem.
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Algorithm 4 Pseudocode for circle fit estimation.

1: procedure CIRCLEFIT(iq, previous_circles)

2: n + Length(iq)

3: centroid_I, centroid_Q «+ Mean(iq)

4: i< Complex(ig) — centroid_I

5: q < Imag(ig) — centroid_Q

6: z +i* +¢?

7: M <« Covariance(i,q,z)/n

8: a « coefficients_characteristic_polynomial
9: loop:
10:  y_new = a(1) + x_new * (a(2) + x_new(a(3) + x_new * a(4)))
11: X_new = x_old — %;W
12: if (x_new — x_old) /x_new < eps then
13: break

14: goto loop.

15: a,b,r < estimated by using eigenvector related to root x_new

16: a,b,r < [a + centroid, b + centroid, r]

17: previous_circles < running buffer over last 30 estimated circles
18:  ab,r + Mean(previous_circles)

19: return a,b,r

First, the input was centered by subtracting its mean value, stabilizing the solution [37].
Then, the covariance matrix of the I/Q input and their circle representation (I 2 + Q%) was
estimated and normalized by the number of data samples n. The generalized eigenvector
problem is formulated as

fiM = AifiN, (22)

where f; are the eigenvectors, A; eigenvalues, M is the covariance matrix of input data
samples—referred to as the “matrix of moments” [38]—and N is the covariance matrix
of the Jacobian matrix of the input data samples. The eigenvector problem was solved
by finding the root of the characteristic polynomial. The algorithm is roughly outlined
in Algorithm 4, for more details please see [37]. In row 10 of Algorithm 4, the charac-
teristic polynomial was evaluated using the coefficients of the polynomial and the root
estimate Xpew-

In order to find the root of this polynomial, the solution is iteratively updated by
applying the Newton-Raphson root-finding algorithm [37]. In each iteration, the root
estimate xnew Was updated until the value difference between two consecutive estimates
was less than some pre-defined threshold value eps, i.e., the solution has converged to
the root. After that, the eigenvector related to the eigenvalue was computed and used to
estimate the fitted curve center (a,b) and radius r. The circle center was then calculated
by adding the mean of the data points back to a and b, respectively. More implementation
details are given in [37].

In order to stabilize the circle fit across multiple data frames, a running average of
30 circles was implemented, and the mean circle was returned.

After fitting the circle, the estimated circle center and radius were used to scale the
circle to a unit circle in order to stabilize the solution.

As discussed before, the extracted I/(Q data lie on a circle in the complex plane [28],
as the complex vectors rotate due to the radial velocity of the movement, increasing the
phase [34]. In order to extract the phase containing the motion from this circle, several
methods are used, the most commonly used being arc-tangent demodulation [4].
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The displacement ¢; containing that motion is calculated as

P = arctan(?((:))). (23)

By applying arctangent demodulation on the unit circle transformed I/Q data
(Equation (23)), the phase could be obtained. It returned the phase angle in the inter-
val [—7, 7] [39]. After that, phase unwrapping was applied—it shifts the phase angles by
adding multiples of 27t until the jump from one angle to its consecutive one is less than 7z,
in order to restore the signal’s original phase values [40].

This extracted phase will contain more information than needed. As the goal was to
extract only the pulsation curves, a 4th order Butterworth bandpass filter was applied, with
cutoff frequencies of 0.75Hz and 5Hz. The upper bound was set to 5 Hz to minimize noise
but still allowed the extraction of relevant morphology.

The returned signal will only contain frequencies between the specified cutoff frequencies.

In order to map the phase angle (in radians) to motion (in yum), the extracted displace-
ment was multiplied by the transformation factor t. It was computed as

A2

b= o108 (24)

where the wavelength A was computed using Equation (4).

4.3. Feature Extraction

The extracted skin displacement will contain sequential pulse waves. For comput-
ing continuous beat-to-beat BP values, we thus needed to extract information for each
individual pulse wave.

4.3.1. Filtering

Before feature extraction, a label was assigned to each pulse wave, stating whether or
not the given pulse wave followed the expected morphology (as e.g., in Figure 2) sufficiently
well or is too noisy. This distinction was implemented using a correlation-based approach.
In order to provide a quantitive measure of how well a given pulse curve resembles the
expected morphology, the correlation between a reference wave that satisfies the expected
morphology and the pulse curve in question was computed. This reference pulse wave
was obtained as the mean pulse wave of five pulse waves from different subjects. This was
performed by first interpolating all five curves to the same fixed length. Then, the curves
were averaged. The resulting mean reference waveform is depicted in Figure 7.

Extracted mean reference pulsewave
for correlation based filtering ([0,1]scaled)

0.8 q

unitless
=
o
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o
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T T T u T
0.0 0.2 0.4 0.6 0.8 10
Time in seconds

Figure 7. Extracted mean reference pulse wave for correlation-based filtering.

The benefit of using a mean waveform is that it allows the filtering not to be solely
based on the resemblance to a single subject. Thus, fewer pulse waves are discarded.
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In order to make the reference pulse wave and the pulse wave in question comparable,
both waves were [0, 1]-scaled to account for amplitude variability. The classification into
usable and discardable pulse waves was then performed by applying thresholding over
their Pearson correlation coefficient. That means, if the correlation was greater than the
threshold, it was classified as usable and discarded otherwise.

4.3.2. Calibration

As already mentioned, the radar measures skin displacement in um as opposed to
directly measuring pressure in mmHg units. It was, therefore, necessary to implement a
calibration procedure to enable mapping from displacement to pressure [16].

The procedure must be calibrated at least once at the beginning of the measurement.
However, it is beneficial to include multiple measurements when recording for longer
periods [1,16]. Yet, some research suggests that this initial calibration is effective for longer
periods than expected, even after one month [2]. Nevertheless, implementing calibration
methods is crucial for meaningful BP estimates [41] and “is the key to improving the
accuracy and robustness of non-invasive continuous blood pressure estimation” [1]. Its
importance can thus not be stressed enough.

In order to calibrate, the pressure values of the brachial artery cuff were used [42].

The scaling factor for stretching the small amplitude skin displacement curves to the
larger amplitude blood pressure curves from the reference device was computed as:

refSYS — refDIA

scaling_factor = max(first_good_PW) — min(first_good_PW)"

(25)

refSYS and ref DI A were extracted from the reference device’s arm cuff values and used as
the one-time calibration values. The ratio of the differences between the highest and lowest
points of reference device and radar curves served as a scaling factor. The first good pulse
wave acted as the reference radar pulse wave since using a pulse wave of unsatisfactory
quality would distort the scaling factor.

Then, each individual pulse wave was scaled by applying;:

PW = (PW — min(PW)) - scaling_factor + min(PW). (26)

The first part of the equation, where the curve’s minimum was subtracted from the
curve, shifted the pulse wave, so it then ranged from zero to the difference between its
maximum and minimum value. That way, multiplying it with the scaling factor from
Equation (25) yielded that the difference in amplitude was scaled to the appropriate range.

Adding the minimum of the pulse wave ensured that not all pulse waves began at zero,
so information about the radar-extracted skin displacement amplitude was not entirely lost
by the scaling process.

Additionally, the parameters of age, height, and weight were introduced as additional
calibration features in [2,43]. The authors of [2] have shown that these parameters, addi-
tional to PPG-based waveform analysis, significantly reduced prediction errors. Therefore,
all three of these parameters, as well as the subject’s gender, were included as features
for the neural network in order further to stabilize BP mapping through this additional
indirect calibration measure.

4.3.3. Pulse Wave Analysis: Computing Features

Then, pulse wave analysis was performed on the calibrated, filtered wave.

The arterial pulse is considered to contain “an abundance of information on the
health or disease of a patient” [5]. As discussed before, BP is one of the most dynamic
physiological variables. Therefore, assessing these dynamic features of BP gives access to
clinically relevant information—thus emphasizing the importance of waveform analysis.
PWA is the morphological analysis of the pulse waveforms in order to extract information
about cardiovascular health [5].
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In this work, 21 features collected from the literature were extracted from the pulse
waves. A combination of amplitude-based features and timing features was employed.
The six amplitude-based features are enumerated in Table 1.

Table 1. Chosen amplitude-based features.

Feature Feature Description
1 Systolic blood pressure (SBP) maximum value of the extracted pulse waveform [5]
2 Diastolic blood pressure (DBP) minimum value of the extracted pulse waveform [5]
3 Pulse Pressure (PP) PP = SBP — DBP [5]
4 Dicrotic Notch trough between SBP and secondary upstroke

due to pressure wave reflection [5]
5 Pressure at time of reflection (PR) value at the beginning of the backward
reflection of arterial pressure
inflection point PR occurs after the SBP point
in young subjects and before in old subjects
due to increased arterial stiffness [10], see Figure 8
different types of PR occurrences are visualized in Figure 9

6 Augmented pressure (AP) describes the BP increase due to early

arrival of the reflected wave, as visualized in Figure 8.
AP = (SBP — PR) - Al,

Al = 1 marks arrival before systole
and AI, = —1 after.

AP is thus positive for older subjects and
negative for younger ones and
indicates arterial stiffness due to age [5,44].

Figure 9 shows four different types of PR
and their resulting AP that increases with age
as the reflection of the pressure wave occurs
increasingly earlier (type B and A) before it
eventually vanishes (type D).

(a) Young subject (b) Old subject

Central BP
Central BP

DI

@
o

DBP

T, LVET Time

Figure 8. Visualization of difference in pressure curve morphologies for young and old subjects.
Reprinted with permission from [5]. © 2019, Springer Nature Switzerland AG.

The other features were timing-based, and are summarized in Table 2. For our chosen
radar configuration, 250 samples comprised one second of data; we denote this number
as sps.

To obtain the time in seconds we, therefore, divided the index of occurrence by sps.
The duration of one cardiac cycle is determined by the length of the detected pulse wave,
which in turn is highly related to the heart rate.
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In turn, the heart rate itself is highly related to BP values [45]—the shorter one cardiac
cycle takes, the higher the BP becomes [6]. In order to capture as much timing information
as possible, the authors of [6] suggested estimating the systolic and diastolic duration at
various PP ranges. This is visualized in Figure 10. Since the estimation procedure is the
same for all width-based timing features, it will be outlined once below instead of repeating
the procedure for each feature.

Alx (%) 0 12 >>12
| _Typec | TypeB | Typea | Type D
Age (years) 30 45 65
( Type A N ( Type C )
SBP—-— Alx>12% | |SBP— 0% > Alx
65 >age > 45 P, —. 30 > age
P —
DBP ) loee )
(SBP Type B N ( Type D h
P4\ 12%>Ax>0% ||SBP— Alx>>12 %

45 > age > 30 age > 65

J J

Figure 9. Visualization of typical blood pressure morphologies dependent on age group. Reprinted
with permission from [5]. © 2019, Springer Nature Switzerland AG.

First, the pulse wave height at the respective percentage of the PP was estimated as
h = (DBP + PercentageOfPP). (27)

Then, the intersection of this height with the pulse waveform was calculated by
following the procedure from [46]. The intersection locations were computed by subtracting
the pulse curve and height from each other and computing the location of sign changes of
this difference—the first being the intersection with systole and the second the intersection
with diastole. Therefore, the systolic width or systolic duration was calculated as the
difference between the SBP index and the first intersection, divided by sps to obtain time
duration. The diastolic width or diastolic duration was calculated as the difference between
the second intersection and the SBP index, divided by sps.

Table 2. Chosen timing-based features.

Feature Feature Description

describes the timing difference between the
forward
arterial pressure wave and its point of reflection
TR = PR_index/sps

describes the duration for the pressure wave to

7 Travel time of the reflected wave (TR)

8 Systolic Upstroke Time (SUT) reach its peak
SUT = SBP_index/sps
9 Diastolic Time (DT) describes the remaining pulse wave duration

after the SUT
DT = (length(pulse_wave) — SBP_index)/sps

chosen pulse pressure levels: 10%, 25%, 33%,

10-15 Systolic Width at x% of PP (SWx) 50%. 66%. 75%

chosen pulse pressure levels: 10%, 25%, 33%,

16-21 Diastolic Width at x% of PP (DWx) 50%. 66%. 75%
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After each pulse wave, the extracted features were appended to the database, together
with the calibration features of age, gender, height, and weight. This database was then
used to train neural networks for regression.

Cardiac Period (CP)

Systolic Width
at 75% (SW75)
Diastolic Width at 75% (DW75)

Systolic Width
Diastolic Width at 66%

t 66% (SWE6
at 66% (SW6E6) (DWEE)
Systolic Width ;
at 50% (SW50) Diastolic Width at 50%

(DW50)

Systolic Width

Diastolic Width

at 33% (SwWa3)
at 33% (DW33)

Systolic Width
at 25% (SW25)

Diastolic Width
at 25% (DW25

Systolic Width Diastolic Width

at 10% (SW10) 0% I
Systolic Upstroke o - e
Time (SUT) Diastolic Time (DT)

Figure 10. Sketch of systolic and diastolic widths at given pulse pressure level. Reprinted with
permission from [6]. © 2013, IEEE.

5. Experimental Setup

This section covers the experimental setup for simultaneous data acquisition from a
reference device and the radar, as depicted in Figure 11.

The radar was held by a 3D-printed enclosure with a standoff of 3 mm and fixed to the
left wrist with a velcro strap, as visible in Figure 12a. Special care was taken to position the
radar above the radial artery, as depicted in Figure 12b. For that, the DOA, as determined
by the method described in Section 4.1, was utilized. The radar was shifted until the DOA
was in the previously mentioned expected range of [—10°,10°]. Only then was the data
acquisition started, to ensure a higher quality of data and avoid the recording of noise only.

Figure 11. Data campaign setup.
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(a) (b)

Figure 12. Visualization of the radar setup for data collection. (a) Radar positioning at the left

wrist, above the radial artery. Radar is inside a 3D printed enclosure and streams the collected
radar data to the PC via standard USB connection. (b) Close up view of the radar positioning. The
red square represents the radial artery. The radar is located in the 3D enclosure (represented in
black), with a standoff of 3mm. The blue lines represent the reflected electromagnetic waves from
different directions.

In order to keep distance of the radar from the skin, a 3 mm standoff wasadded to the
enclosure. The goal was to extract the skin displacement caused by the vasomotion of the
radial artery.

Section 5.1 describes the chosen radar and its configuration for the data collection
campaign. Then, Section 5.2 describes the chosen reference BP monitoring device. In
Section 5.3, the data collection is described. Finally, Section 5.4 provides insights into the
collected data.

5.1. Radar Configuration

The chosen radar for this work was the BGT60TR13C radar from Infineon Technologies
AG (Munich, Germany) and is depicted in Figure 13. The BGT60TR13C is a 60 GHz radar
sensor and has a form factor of 5mm by 6.5 mm. For the data acquisition, the radar was
placed on its shield and then on a Radar Baseboard MCU?. The PCB is equipped with a
USB interface that allows data transmission to a host computer.

For integration of the radar into a wearable device, the baseboard would not be needed
anymore. The compact size of the radar allows easier integration into wearables.

= Radar Baseboard MCU7
+BGT60TR13C Shield

Figure 13. BGT60TR13C radar from Infineon Technologies AG. Source: [47].

It has four integrated antennas, which are depicted as light green rectangles in
Figure 13. One antenna is used for transmitting (upper left antenna in Figure 13) and
three for receiving [48]. The first receiver antenna is the upper right, the second the lower
left, and the third the one at the bottom right patch in Figure 13. The receiver antennas
were placed in an L-shape (as visualized in Figure 13) such that both vertical and horizontal
angles of arrival could be estimated.

Generally, the radar’s sensitivity in capturing minor motion increases with emitted
frequency. This is because higher frequencies produce smaller wavelengths—thus, periodic
motion comprises more wavelengths and therefore increases the signal’s phase [29].
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Consequently, we chose the BGT60TR13C as it is a high-frequency 60 GHz radar that
can be configured in compliance with different national radio emissions regulations, for
example from ETS(Europe) or FCC(USA) [49].

The radar was flashed to the newest radar firmware v.2.55. For communication with
the radar, the latest Radar System Development kit version v.3.2.3 by Infineon Technologies
was used, which can be employed in MATLAB®. The radar sensor was first connected to
the computer with a USB cable to start the data acquisition.

The chosen radar settings were then used to configure the radar sensor: Since the
range resolution is inversely proportional to the bandwidth (Equation (6)) and the radar
was in closest proximity to the skin, the bandwidth was set to its maximum value. For
the BGT60TR13C, the lower frequency was set to 58 GHz and the highest frequency to
63.5 GHz. Using Equations (3) and (6), a range resolution of roughly 2.7 cm was obtained.
Targets could thus be spatially distinguished with these settings if they were at least 2.7 cm
apart.

We utilized 32 samples per chirp and 256 chirps per frame were utilized, with a PRT
of 0.004 s, providing a maximum range of 87.3cm. Only the returned signal from the
first non-DC range bin was utilized for skin displacement extraction; all information from
greater distances was hence ignored. Given the fact that the PRT was 0.004 s, the number
of samples per second was obtained as % = ﬁ = 250.

5.2. Reference Device

The CNAP ® device from CNSystems (Graz, Austria) provides continuous and accurate
blood pressure readings, as well as the raw pulse wave data with timestamps. This allows
for morphology comparisons between the reference device- and the radar-extracted pulse
waves. The technology employed in this device is vascular unloading. After a one-time
calibration, the arm cuff is no longer used. Instead, pressure is built up in the finger cuff.

During the data campaign, tags were used in order to mark when the radar acquisition
has started in order to be able to synchronize the pulse waves afterward. The bottom left
window of the CNAP ® monitor (Figure 14) shows the systolic (Sys), diastolic (Dia), as well
as the mean arterial blood pressure (MAP) readings for each pulse wave, and the current
heart rate (Puls).

Figure 14. Close up of BP trend, estimated from CNAP ® device.
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5.3. Data Collection

Before starting the data acquisition, the subject was asked not to drink coffee or eat
for at least 15 min before recording as this would lead to increased blood pressure. After
the subjects arrived, they were asked to sit without crossing their legs and to relax. Then,
the subject was connected to the CNAP® system and the radar system, as visualized in
Figure 11.

The goal for the setup was to take at least five minutes [14] without letting the subjects
know that they were made to sit for 5 min before starting the recording. This way, the blood
pressure would have time to return to its regular state since walking to the data acquisition
site also increases blood pressure.

For the CNAP® system, firstly, the appropriate arm cuff and finger cuff sizes were
determined and connected to the subject’s right side of the body and the CNAP® data
acquisition was started. Following that, the wrist-worn radar setup was connected to the
left wrist, utilizing the estimated angle information to optimally place the radar. When
starting the software, the subject was first asked for their consent for the data acquisition
and anonymized collection of personal data such as age, gender, height, and weight. If
consent was not given, the data acquisition was abandoned as these are vital parameters
for calibrating the BP mappings, see Section 4.3.2.

The answers to the subject characteristics were entered by the author so that the
subjects would move as little as possible and remain relaxed. For later time alignment,
the radar acquisition was started simultaneously by pressing an intervention button at
the CNAP®. Since the data acquisition for the CNAP ® device started earlier than for the
radar, the set intervention was later used to synchronize the data. After 15 min, the data
acquisition was stopped simultaneously.

5.4. Data Demographics

During the data acquisition, data from 55 subjects were used to build the feature
database. Out of these 55 subjects, 12 were female and 43 were male (none identified as
diverse), leading to an uneven distribution of 21.8% females and 78.2% males.

This leads to an imbalanced dataset, which is biased towards males as most of the
data were recorded within a technical working area. Therefore, male overrepresentation
was expected. Figure 15 shows the distribution of subject age in decades—as visible, a
wide range of age is represented. However, subjects in their twenties and thirties are
over-represented.

Age Histogram
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Figure 15. Clustered age histogram of study subjects.

This clearly leads to the dataset being biased toward the younger population. However,
the dataset also contains elderly subjects above the age of 70.

Three databases were created for this study: one for each correlation threshold, i.e.,
0.7,0.8,0.9. The only difference between these databases was the assigned usable/discardable
label per pulse wave—the extracted features are the same for all thresholds.
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The Association for the Advancement of Medical Instrumentation (AAMI) has certain
requirements for the subject characteristics of the obtained dataset [50]. These are summa-
rized in Table 3. We added our dataset characteristics to the table and highlighted in bold
where we met the requirements. As Table 3 shows, the number of subjects is insufficient and
there is a special need to add more females to the dataset to make it more balanced. While
the data contained a sufficient ratio of lower blood pressure values, more hypertension
subjects must be added for future research. However, this issue might be resolved by
adding more subjects in general. For a first feasibility study, this dataset is still considered
sufficiently balanced and will be enhanced in future research.

Table 3. Data requirements in AAMI standard [50].

AAMI Our Obtained Data Set
number of subjects >85 55
minimum percentage of females/males >30% />30% 21.8%/78.2%
systolic BP readings < 100 mmHg >5% 13.6%
systolic BP readings > 140 mmHg >20% 18.0%
systolic BP readings > 160 mmHg >5% 3.7%
reference diastolic BP readings < 60 mmHg >5% 11.6%
reference diastolic BP readings > 100 mmHg >5% 22.3%
reference diastolic BP readings > 85 mmHg >20% 3.0%

6. Results

The feature database was built by looping over all subjects and using their respec-
tive radar and CNAP® data. For each subject, the whole radar data were divided into
individual pulse waves. Sometimes, the waveforms appear to be inverted—the cause of
this phenomenon remains a matter for future research. If the data were indeed inverted,
the whole waveform series was multiplied by —1 in order to revert the inversion. The
process of determining whether a waveform chain was inverted was performed manually.
However, automating the detection of inversion will be implemented in the future.

This section first gives an overview over the algorithm’s skin displacement extraction
results. It then outlines filtering results. Finally, the results from training neural networks
for regression are presented.

6.1. Skin Displacement Extraction

The resulting skin displacement extraction attached to a subject’s wrist has proven to
be capable of extracting the smallest movement, as small as a few pm. An example of live
extraction of skin displacement of subject 39 can be seen in Figure 16.
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Figure 16. Result of live pulse wave extraction for subject 39.
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The data acquisition worked exceptionally well for this subject, producing periodic
pulse waves of roughly 50 pm amplitude. The algorithm captured the pressure morphology
exceptionally well, being able to extract not only the systolic peak location but also the
dicrotic notch and diastolic peak. The fact that the DOA was —8 ° proves the claim that a
DOA in the range [—10°;10 °] is sufficient.

To demonstrate that the extracted waves are well above noise level, Figure 17 depicts
an example where the radar device is placed on the table, antenna side up. Not only is the
DOA at 20 °, but the pulse wave signal also shows random non-periodic movement in the
range of maximum 3 pm.
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Figure 17. Result of live pulse wave extraction when the sensor is placed on the table and records

only noise.

Figure 18 shows a plot of the [0, 1]-scaled extracted pulse waves from both radar
and the CNAP © reference blood pressure device. The figure clearly displays that the skin
displacement matches the expected wave morphology from the reference device, only the
diastolic peak is slightly higher.
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Figure 18. Comparison of [0, 1]-scaled pulse wave of radar and CNAP ®. Correlation value shows the
correlation between this wave and the reference pulse wave, not the CNAP® curve.

These figures demonstrate that the algorithm is very capable of extracting skin dis-
placement that shows a meaningful resemblance to the expected pressure waveform mor-
phology.

However, the algorithm did not perform equally well for each subject. For some
subjects, skin displacement extraction worked remarkably well, as demonstrated above.
However, some extractions were slightly noisy, for example for subject 9 in Figure 19.
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Subject 9: Pulse waveform from index 1 to 5000
T T T T T T T

6 T T

Skin Displacement in um

0 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19
Time in s

Figure 19. Extracted pulse waves for subject 9.

Some recordings produced such deficient results that it is likely that the radial artery
was not located well enough since it seems that only noise was recorded, see Figure 20.
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Figure 20. Extracted pulse waves for subject 3.

Not only is the amplitude of extracted skin displacement extremely low, but it also
does not resemble the expected morphology.

Nonetheless, it must be noted that, for this subject specifically, manually locating the
artery by using the index finger to locate the pulsation origin was also difficult.

It can thus be concluded that extracting the skin displacement using radar is indeed
possible with the provided signal processing algorithm. Sometimes the extracted waves
are slightly noisy—likely when the artery is not located well enough. Under some circum-
stances, extraction seems very difficult. The reasons for that difficulty are small arterial
pulsations from the subject, i.e., very small skin displacement, not locating the radial artery
well enough, and the distance from the radar to the skin. Since the sensor is even closer
to the skin than the first range bin (here 2.7 cm), it is very likely that this has a tremen-
dous impact on signal quality. Analyzing the reasons stated above remains a matter of
future research.

6.2. Filtering Results
The filtering was performed three times, each time with a different correlation threshold.
Table 4 shows the percentage of usable pulse waves per correlation threshold. As
expected, the amount decreases with higher correlation thresholds as a deviation from the
reference pulse wave is restricted more.

Table 4. Percentage of usable pulse waves per correlation threshold. Only pulse waves whose
correlation with a reference pulse wave exceeds the threshold are considered usable.

Correlation Threshold 0.7 Correlation Threshold 0.8 Correlation Threshold 0.9
59% 45.5% 26.4%




Sensors 2023, 23,4111

25 of 36

6.3. Neural Network Training Results for Blood Pressure Value Regression

Neural networks are powerful tools that were utilized to train blood pressure mapping.
In order to find a good neural network for predicting blood pressure using the extracted
features, 126 fully connected feedforward networks were trained.

Various databases for different correlation thresholds were created. These were 0.7, 0.8,
and 0.9. This was carried out in order to analyze whether it is more beneficial for learning to
use more—but likely worse quality—data, or fewer data that fulfil higher quality standards.
Essentially, this approach serves to analyze the bias-variance tradeoff where more data
means more variance and fewer data mean less variance and potentially higher bias. The
extracted features were not affected by this thresholding, only their assigned label. The
database for training the neural network contained only those pulse waves that were
classified as usable ones, i.e., those whose correlation exceeded the threshold.

The input features were preprocessed first by normalizing each feature column so that
values of this feature lie in the range [0, 1]. One reason for applying normalization is that
the features vary in scale—bringing all features to the same range helps to stabilize the
fitting procedure [51].

Subsequently, the total database was shuffled and split into a training set and a testing
set, with 80% used for training and 20% used for testing. The random state was set to 42.
The value assigned to the random state variable controls the splitting of data and ensures
that the same split is obtained when repeatedly splitting the data.

Several network topologies were used for each of these thresholds to fit the input data
to the expected output. Only two hidden layers were used, since this work presents a study
of general feasibility. For further optimization, more hidden layers could be utilized. A
general two hidden layer network topology is sketched in Figure 21.
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Figure 21. Sketch of a network used for blood pressure estimation. The figure shows the mapping
from N features to SBP and DBP, using two hidden layers. Reprinted with permission from [6].
© 2013, IEEE.

The input layer has 25 input nodes, one for each feature. The first hidden layer had
a varying size from 30 to 60 nodes, with an incremental increase of 5 nodes. The second
hidden layer had either 5, 10, or 15 nodes, and the output layer had two nodes—one for the
SBP prediction and one for DBP prediction. In order to decrease the weight of potentially
unimportant features, L1 regularization can be applied to the input layer. Therefore, all
network architectures were trained twice—once without regularization, and once with
L1 regularization. In total, 42 networks have been trained per correlation threshold. The
chosen activation function was the ReLU since it forces a positive output. The training
process minimizes prediction error by iteratively adapting model parameters.

As regression is used to predict blood pressure pairs, the mean squared error of the
predicted value compared to the ground truth was used as the loss function. The model
parameters were optimized using the Adam optimizer, with a validation split of 15%. This
means that 15% of the training data were withheld from the training process.

Instead, model performance is evaluated after each epoch by testing on the validation set.

Each network was trained for 50 epochs, with a batch size of 10. This means that the
model iterates through the training set 50 times. During each epoch iteration, ten samples
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at a time will be fed into the network and used to update model parameters until the model
has seen all samples of the training set.

The root mean squared error (RMSE) was chosen as a regression metric. Metrics are
used to monitor the model’s performance during training. The errors are calculated as
the difference between ground truth and prediction, and their mean error is calculated by
averaging all of the squared errors. Finally, the predictive quality was tested by applying
the trained model to the previously unseen testing data.

Training for different thresholds was performed in order to determine whether more
data of worse quality or fewer data of better quality would produce better outputs. Increas-
ing the correlation threshold leads to fewer data being used to train the networks. Hence,
data variance is decreased and its bias is increased.

The AAMI has additional requirements for the validation of non-invasive blood
pressure measuring devices [50]. These are summarized in Table 5.

Table 5. Performance requirements in AAMI standard.

AAMI Mean Average Error SBP/DBP (mmHg) Standard Deviation SBP/DBP (mmHg)
errors <5.0 <8.0

The best network per correlation threshold is chosen by selecting the neural network
that produces the smallest RMSE for that threshold. Table 6 gives an overview of the results
of applying the best model per correlation threshold on its test set, where a bold number
means that this error is within AAMI bounds for non-invasive blood pressure monitoring.

Table 6. Results of applying the best trained model per correlation threshold on the test set.

Results Correlation Threshold: 0.7 Correlation Threshold: 0.8 Correlation Threshold: 0.9

RMSE 11.7 mmHg 11.0mmHg 11.7 mmHg
systolic error 9.7 £8.5mmHg 9.2 £8.3mmHg 9.9 £8.9mmHg
diastolic error 8.3 £6.0mmHg 7.7 £5.7mmHg 7.9 £5.9mmHg

Additionally, the performance of our small networks was compared to the British
Hypertension Society standard for BP measuring [52], which is summarized in Table 7.

Table 7. Characterization of BP measuring devices based on their cumulative error percentage.

Cumulative Error (%)

<5mmHg <10mmHg <15mmHg
Grade A 60% 85% 95%
BHS Grade B 50% 75% 90%
Grade C 40% 65% 85%
Grade D worse than Grade C

We compared our minimal network models to the BHS standard in Table 8—for
the chosen small model architectures, the results were insufficient compared to the BHS
standard. In particular, the percentage requirement for errors below 5 mmHg were not
reached. Here, the authors would like to point out that reaching this standard was not
a priority of the presented work, but rather supplying the reader with an in-depth radar
signal processing pipeline and a set of meaningful features. For a very shallow network and
limited training time, this still shows a great feasibility of the approach. Deeper network
architectures are very likely to improve these results.



Sensors 2023, 23,4111

27 of 36

Table 8. Comparison of our small network performances with BHS standard.

Cumulative Error (%)

<5mmHg <10mmHg <15mmHg BHS Grade
correlation threshold 0.7 311331; giiﬁz 22:2 222;2 g
correlation threshold 0.8 g%llj, 2(7)22 %ZZ SSZZ 2
correlation threshold 0.9 S%I; g;:jz gzzﬁ Zgzﬁ g

For correlation threshold 0.7, the best neural network was “25-45-10-2” (thus, two
hidden layers with 45 and 10 nodes, respectively) trained with L1 regularization, where the
RMSE was 11.7 mmHg. This network returned 9.7 £ 8.5 mmHg (mean =+ standard devia-
tion) error for systolic pressure values and 8.3 &= 6.0 mmHg for diastolic pressure values.

Figure 22 shows the results, loss, and metrics of the chosen network for correlation thresh-
old 0.7. Figure 22a,b show the scatter plots of systolic and diastolic values, respectively.
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Figure 22. Results of training neural network with 25 input nodes, two hidden layers with 45 and
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10 nodes, respectively, and 2 output nodes. Used correlation threshold for filtering: 0.7. Regular-
ization: L1 regularization on input features. (a) Scatter plot of systolic values. (b) Scatter plot of
diastolic values.

For each pulse wave in the testing set, the ground truth value (x-axis) is plotted against
its predicted value (y-axis). For a perfect mapping, the prediction lies on the bisecting line of
the coordinate system. For easier visualization, a line—visualized in blue—is fitted through
the scatter plot. That way, deviation from the perfect bisecting line is visualized more
clearly. The output of the predicted diastolic values seems to be restricted to a certain range
since values below 60 mmHg are always mapped to roughly 60 mmHg and do not follow
the bisecting line. Similarly, all values above 90 mmHg seem to be clipped to 90 mmHg.
The r2-score for systolic and diastolic predictions is indicated in Figure 22. A perfect model
that captures data variability optimally will have an r2-score of 1. As visible from Figure 22,
the r2-score for systolic values is higher than for diastolic values.

For correlation threshold 0.8, the best neural network was “25-50-15-2”, trained
without regularization, where the RMSE was 11.0 mmHg. This network returned 9.2 &
8.3 mmHg (mean+ standard deviation) error for systolic pressure values and 7.7 - 5.7 mmHg
for diastolic pressure values. Figure 23 shows the training results that were estimated dur-
ing the training of network “25-50-15-2" for correlation threshold 0.8. Again, the systolic
(Figure 23a) and diastolic (Figure 23b) scatter plots show that they follow the bisecting line
sufficiently well. The mapping of diastolic values is better than for the network in Figure 22
since the fitted scatter plot line is closer to the perfect bisecting line.

This claim is additionally backed by the fact that the r2-score is higher for both systolic
and diastolic predictions.
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Comparison of Systolic Values Comparison of Diastolic Values

N
=1
=)

ground truth vs prediction ground truth vs prediction
180 — bisecting line: perfect prediction 120 1 — bisecting line: perfect prediction
—— current prediction line —— current prediction line
160
100 4
3 140 ]
= 2 3540
> > i}
B 120 T 804 . of g
=] £ P &
B : .
5 100 s
504 il
80+
r2_score: 0.67 r2_score: 0.50
60
40
40 T T T T T T T T T T T T
40 60 80 100 120 140 160 180 200 40 60 80 100 120
ground truth value ground truth value
@ (b)

Figure 23. Results of training neural network with 25 input nodes, two hidden layers with 50 and 15
nodes, respectively, and 2 output nodes. Used correlation threshold for filtering: 0.8. Regularization:
None. (a) Scatter plot of systolic values. (b) Scatter plot of diastolic values.

For correlation threshold 0.9, the best neural networks were “25-45-15-2"” and “25-60-
10-2”, both trained without regularization and with an RMSE of 11.7 mmHg.

The former network returned 9.9 + 8.9 mmHg (mean+ standard deviation) error
for systolic pressure values and 7.9 £ 5.9 for diastolic pressure values, and the latter
10.2 £8.9mmHg and 7.5 & 5.8 mmHg, respectively.

Figure 24 shows the results of applying the network “25-45-15-2” from correlation
threshold 0.9 on the test set. Here, the scatter plots show that the systolic (Figure 24a) and
diastolic (Figure 24b) predictions fall slightly better onto the bisecting line. The clipping
of values in higher blood pressure values seems to have been resolved, while the r2-score
remained the same as for correlation threshold 0.8. Only the prediction of lower values of
blood pressure seems to surpass a lower threshold.
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Figure 24. Results of training neural network with 25 input nodes, two hidden layers with 45 and 15
nodes, respectively, and 2 output nodes. Used correlation threshold for filtering: 0.9. Regularization:
None. (a) Scatter plot of systolic values. (b) Scatter plot of diastolic values.

As discussed previously, the prediction of blood pressure values seems to be restricted
to a certain output range. At first glance, this could look as though the network is pro-
ducing bad predictions by requiring a minimum output or suppressing the output below
a maximum. However, upon closer ground truth inspection it becomes apparent that
the ground truth contains data that is in an unlikely range, e.g., a systolic BP reading of
40 mmHg.

Therefore, it can be argued that the reference device returned bad blood pressure
estimates, e.g., when the finger cuff is not tight enough. Hence, the radar prediction might
be even more favorable.
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Next, contributing factors to successful blood pressure prediction are discussed. For
that, the correlation of features with the ground truth systolic pressure and diastolic
pressure are listed in Tables 9 and 10, respectively. A higher correlation value of a feature
with the ground truth value signifies a higher feature importance. The shown tables
serve to visualize feature importance to the reader. This analysis was only performed
for the database, which utilized 0.9 as the correlation threshold, since it showed the most
promising results.

The reason for this assumption is that training neural networks on this database
produced the most results where the mean systolic and diastolic errors were below 5 mmHg.

For the systolic pressure, height, age, gender, weight, and systolic upstroke time are
the top five contributors to systolic blood pressure (see Table 9). All five of these show
a positive correlation, i.e., the SBP increases when these features increase. This was an
expected result since the four calibration parameters all relate to an increase in BP—e.g., it
is well-known that BP increases with age. The features that least contribute to systolic BP
prediction are SW25, SW10, DW33, DW75, and DW50.

Table 9. Feature correlation for SBP prediction.

Feature Correlation with SBP
Height 0.308105
Age 0.266924
Gender 0.255418
Weight 0.193005
Systolic Upstroke Time 0.191514
PP 0.178211

DBP —0.175472

TR 0.162303
Diastolic Time 0.155195
DW10 0.151103
PR 0.129826
SBP 0.125036
AP 0.120960
SW66 0.110205
DWe66 0.110205
SW50 0.105159
Dicrotic Notch 0.104861
SW75 0.101514
SW33 0.089672
DW25 0.082238
SW25 0.073401
SW10 0.070256
DW33 0.065650
DW75 0.053785

DW50 0.052848
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Table 10. Feature correlation for DBP prediction.

Feature Correlation with DBP

Height 0.283254
PP 0.160146

DBP —0.145559
PR 0.119288
SBP 0.115125
AP 0.108361
Age 0.104587
Dicrotic Notch 0.090557
Gender 0.076756
TR 0.059479
Weight 0.053821
DW75 0.041253
Systolic Upstroke Time 0.024364
SWe6 0.020781
DW66 0.020781
SW75 0.015191
SW50 0.015099
SW33 0.012003
DW10 0.010730

DW50 —0.008910
DW25 0.008178
Diastolic Time 0.006015
SW10 0.001647
SW25 —0.000496
DW33 0.000047

For the diastolic pressure, height, pulse pressure, diastolic height, point of reflection,
and systolic height are the top five contributors (see Table 10). Only the diastolic height
shows a negative correlation—this is correct and expected since the pulse wave starts at
a negative value due to the calibration procedure. The lower the diastolic point height is,
the greater the DBP height is, in turn. The positive contribution of height was expected as
well, as previously discussed. The fact that pulse pressure and systolic height are positively
correlated to DBP prediction is likely explained by the following relation: systolic BP has a
much wider range than diastolic BP. When the pulse pressure is large, it is hence likely that
the systolic height increases.

It thus appears that higher systolic values allow for higher diastolic ones.

The features that least contribute to diastolic BP prediction are DW25, diastolic time,
SW10, SW25, and DW33.

7. Discussion

A 60 GHz FMCW radar can extract the pressure waves with a remarkable resemblance
to the ones from the reference device. However, despite being capable, pulse wave extrac-
tion produced unsatisfying results for some subjects. In fact, some results showed so little
resemblance to expected waveform morphology that it seems that only noise was recorded.
One reason might be that the underlying artery was not located precisely enough—this
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could be easily fixed by simply shifting the radar. Another reason could be that the artery’s
expansion causes very little vasomotion and, thus, minimal skin displacement. When dis-
placement is very small, a smaller arc is produced by the I/Q data, thus making circle fitting
and skin displacement extraction more complex. This would lead to a bad signal-to-noise
ratio and explain why some recordings seemed so noisy.

Thus, it can be stated that, while the radar suffers from limitations, it can extract pulse
waves under the right circumstances. The problem of inverted waveform recordings will
also be part of future research. A stability-analysis for the algorithm must be performed
in order to determine how sensitive the radar is to blood pressure changes, and more and
more balanced data must be collected on which the algorithm can be thoroughly tested and
further optimized.

For the predictions, a clear correlation between ground truth and predicted values can
be seen. While not reaching the AAMI, and BHS blood pressure measuring standards, the
presented results were promising for a first feasibility study and will likely improve with
further optimization and research. Still, our chosen approach shows great potential—all
diastolic standard deviation errors satisfy the maximum error bound of 8 mmHg, being 6.0,
5.7, and 5.9 mmHg, respectively. The systolic standard deviation errors did not satisfy that
criterium by being 8.5, 8.3, and 8.9, respectively. Still, they approach the requirement and
therefore show great potential although the mean absolute error bound was not reached.
Potential reasons for that are that models were only trained for very few number of epochs.
It is possible that a model has reached a local, but not a global minimum during these short
training periods. Additionally, using deeper network architectures is very likely to improve
accuracy by being able to capture the feature relations to blood pressure better. Compared
to the BHS standard, our trained models seem less promising. While at least 80% had errors
below 15 mmHg, the models did not produce sufficient results of errors below 5 mmHg.
Again, this issue is likely mitigated by using different and deeper architectures.

While we acknowledge that these results are insufficient for integration into a product,
we would like to stress again that training an optimal model was not the core focus of the
presented work. This work focuses on providing the reader with an in-depth radar signal
processing pipeline and a set of meaningful features collected from the literature. We have
shown that the extraction of pulse waves using radar is feasible and that even training
with very shallow networks and the proposed features produced very encouraging results.
Even in its current state, our approach would provide great value for at-home usage in the
consumer market.

The RMSE per correlation threshold (Table 6) does not show significant variation. One
explanation could be that the network models are very shallow. With deeper networks
and longer training periods the RMSE would likely decrease even further and the benefit
of using higher correlation, and thus higher data quality, would likely be enhanced. The
RMSE of correlation threshold 0.8 seems to be even lower than for correlation threshold
0.9. One reason might be that the model for correlation threshold 0.9 reached a local error
minimum rather than a global one. With longer training periods and deeper networks, the
benefit of using higher-quality data would likely be enhanced and become more apparent.
Training an optimal model, however, was not the core contribution of the presented work.
Another reason for the better performance of the model for correlation threshold 0.8 is that
it can capture blood pressure variability better by having more data with higher variance
to train on.

This work has shown that features of extracted pulse waves contain valuable infor-
mation for blood pressure mapping since using very shallow networks and few training
epochs produced promising results. However, how stable this method is has to be analyzed,
along with how often re-calibration is needed, and how sensitive the radar is to blood
pressure changes. Additionally, this work provides a proof of concept only—different, and
potentially deeper, architectures are likely to further improve prediction results.

In comparison to existing work, this approach utilized a PWA approach on a high-
frequency 60 GHz FMCW radar.
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The authors of [20] utilized a low-frequency 900 MHz CW radar and a PTT approach.
This approach lacks ease of use since it requires the constant use of an ECG attached to
the chest and of a PPG sensor attached to the earlobe. In contrast, our proposed approach
requires only a single sensing modality that could be easily integrated into a wearable
device. Using a higher frequency FMCW radar also allows for a better skin displacement
extraction since the wavelength is smaller, and the frequency modulation additionally
offers the advantage of range resolution.

While [22] presented a 24 GHz solution that showed promising results from 15cm
distance, it requires the subject to be sitting completely still in front of the radar. This limits
the integration of this monitoring technique into daily life tremendously.

Our proposed approach does not suffer from this constraint as it is designed to be
incorporated into wearable devices. Additionally, the use of a higher-frequency 60 GHz
radar increases the radar’s sensitivity to minor motion extraction, as previously described.

Finally, the authors of [21] also utilized a 60 GHz FMCW radar sensor. However, while
they did demonstrate that they could extract meaningful skin displacement, their work did
not provide detailed insights into the required algorithmic steps. Additionally, this work
did not present a feature selection set or an approach for mapping to blood pressure.

While the authors of [19] achieved great results with their two-channel ballistocar-
diogram solution, the significance of their research is limited by the small amount of data
they acquired. Since only non-hypertensive subjects were studied, and only five blood
pressure pairs per minute have been extracted, training of a regression network is easier
as the expected output range is smaller. Additionally, their work was based on extracting
heartbeat signals and not pulse waves—however, pulse waves are rich in information
about the total cardiovascular state of the subject. Including pulse wave features is hence
beneficial for predicting blood pressure. An advantage of our proposed approach is thus
the extraction of blood pressure pulse waves. Finally, their proposed approach requires
sitting down on the sofa, thereby limiting seamless integration into daily life. In contrast,
our approach would allow integration into wearable devices after accuracy improvements.

8. Conclusions

There is a strong need for continuous, non-invasive, and cuffless blood pressure
monitoring. A radar-based pulse wave extraction algorithm was presented that allowed
pulse wave analysis on the individual pulse waves. After filtering and calibration, features
of the extracted pulse curves of 55 subjects were used as input for training a neural network
for regression, with their respective systolic and diastolic blood pressure pairs as target
values. Networks for three different correlation thresholds were trained. The higher
the correlation threshold, the higher the required similarity to a reference pulse wave is.
Therefore, the quality of the passed pulse waves is higher and the network input will show
less variance.

While the RMSEs for the best models per correlation threshold did not vary signifi-
cantly, the network for correlation threshold 0.7 performed slightly worse than the ones
for threshold 0.8 and 0.9. This is visible in the scatter plots for the diastolic values, where
predicted values are clipped to a certain prediction range. The best network in terms
of RMSE and mean and standard deviation errors was for correlation threshold 0.8 and
not 0.9.

As discussed above, either the network for 0.9 did reach a local minimum instead of
global one or the network benefits from a higher data variance.

In conclusion, using the aforementioned 25 features as input to a neural network-based
regression produces very promising results. None of the 126 trained networks complied
with the AAMI blood pressure measuring standard that requires a mean error of 5 mmHg
and a maximum standard deviation of 8 mmHg, nor with the BHS standard.

However, the produced results showed great potential for a small network topology as
a first feasibility study. By using larger networks and training using more epochs, this error
could be potentially further decreased. Given the small network size, we conclude that
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the proposed features contain meaningful information that allow good predictive power.
Hence, this approach will be utilized and refined for a potential industrial application. In-
corporating this technique into wearable devices could provide continuous blood pressure
readings across long periods of time, providing great insights into the patient’s cardiovas-
cular system. Additionally, a wearable and cuffless device would increase patient comfort
and therefore lead to more realistic blood pressure readings that are not distorted due to
discomfort. It can therefore be concluded that radar-based blood pressure monitoring is
indeed feasible and a promising approach that could be integrated into wearable devices
for at-home blood pressure monitoring and screening applications.
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Abbreviations

The following abbreviations are used in this manuscript:

AO Aortic valve

AP Augmented pressure

BP Blood pressure

CW Continuous wave

DBP Diastolic blood pressure

DOA Direction of arrival

DT Diastolic time

DW Diastolic width

ECG Electrocardiograph

ESBM-basedan an Eigenspace based method

FFT Fast Fourier Transform

FMCW Frequency-modulated continuous wave
1/Q In-phase/quadrature baseband signals
IvC Inferior vena cava

LA Left atrium

LV Left ventricle

M Mitral valve

MVDR Minimum-variance distortionless response
PA Pulmonary artery

PAT Pulse arrival time

PP Pulse pressure

PPG Photoplethysmograph

PR Pressure at time of reflection
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PRI/PRT Pulse repitition interval /time
PSD Power spectral density

PTT Pulse transit time

PWA Pulse wave analysis

RA Right atrium

ReLU Rectified linear unit

RMSE Root mean square error

RV Right ventricle

SBP Systolic blood pressure

SUT Systolic upstroke time

svC Superior vena cava

SW Systolic width

T Tricuspid valve

TR Traveltime of reflected wave
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