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A B S T R A C T   

Melanoma is an abnormal proliferation of skin cells that arises and develops in most of the cases 
on surface of skin that is exposed to copious amounts of sunlight. This common type of cancer 
may develop in areas of the skin that are not exposed to a much abundant sunlight. The research 
addresses the problem of Segmentation and Classification of Melanoma Skin Cancer. Melanoma is 
the fifth most common skin cancer lesion. Bio-medical Imaging and Analysis has become more 
promising, interesting, and beneficial in recent years to address the eventual problems of Mela-
noma Skin Cancerous Tissues that may develop on Skin Surfaces. The evolved research finds that 
Attributes Selected for Classification with Color Layout Filter model. The research has produced 
an optimal result in terms of certain performance metrics accuracy, precision, recall, PRC (what is 
PRC? Expansion is needed in Abstract), The proposed method has yielded 90.96% of accuracy and 
91% percent of precise and 0.91 of recall out of 1.0, 0.95 of ROC AUC, 0.87 of Kappa Statistic, 
0.91 of F-Measure. It has been noticed a lowest error with reference to proposed method on 
certain dataset. Finally, this research recommends that the Attribute Selected Classifier by 
implementing one of the image enhancement techniques like Color Layout Filter is showing an 
efficient outcome.   

1. Introduction 

The generic form of most cancers, on the other hand, can grow in elements of the skin that are not exposed to a lot of daylight. 
Melanoma is the fifth most frequent skin cancer lesion found across globe. It is considered the most dangerous kind of skin cancer 
according to the Skin Cancer Foundation (SCF), as it may spread to other portions of human body [1,2]. 

Melanoma is tough to cure if it spreads to other parts of the human body. Early detection, on the other hand, saves lives that are rare 
but extremely perilous. The frequency of skin cancer has been rising in recent years and statistics indicate that melanoma recurrence 
occurs at regular intervals. When skin cells lose control and skin disease develops, which is the most dangerous type of cancer [3]. Basal 
cell skin tumors also called Basal Cell Carcinomas (BCC), Squamous Cell Skin Malignancies also called Squamous Cell Carcinomas 

☆ The structure of the entire research paper shall be visualized as Section 2 presents the related work in the study of Melanoma Skin Cancer, 
Section 3 demonstrates about the Materials and Methods adopted for addressing the problems, Section 4 presents the outcomes and discussions and 
lastly Section 5 indicates the contribution to the research community on benchmark datasets in the form of conclusion. 
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(SCC), and melanomas are of three types among skin cancer or skin tumors [4]. Skin tumor’s that aren’t melanomas are usually 
classified together as non-melanoma skin tumors. Skin cancer is classified into different classes of Melanoma Skin Cancer, which 
includes Malignant and Benign. 

2. Related works 

One of the AI algorithms defines training data inputs to training data outputs by constructing a complicated structure of layers for 
handling detailed challenges in the global health care system [1–3]. Deep learning algorithms are currently being used to address 
issues that are difficult to solve with regular ANNs [4–7]. ANNs have been used to analyze vast quantities of scientific data, learn from 
complicated information [8–10], evolve recognition systems utilizing image processing with analysis and classification of texts 
[11–15] among other things. 

Biomedical diagnostics is one of the most important applications of ANNs [16–20]. Furthermore, employing biological data and 
magnetic resonance imaging (MRI) as the diagnostic method, ANNs were employed to assess health informatics [21–25]. Artificial 
intelligence algorithms were used to perform a variety of biomedical tasks, including determining the specific disease areas in a 
biomedical segmentation image, developing diagnostic systems [26–28], classifying all types of diseases, predicting diseases using 
health informatics, and detecting numerous anatomical regions of interest [29–32]. Deep learning algorithms have been effectively 
developed in the field of biomedical health [33–35]. Algorithms for detecting skin cancer to test their suggested research models, they 
examined a variety of dermatological datasets [34–41], [42–46]. 

3. Dataset 

The research has focused its attention on a benchmark dataset such as SIIM ISIC which consists of Melanoma Skin Cancer Images in 
DICOM format of standard dimension 1024 × 1024. The evolved research has given its contribution in terms of training the system. 
Firstly, with segmentation of Melanoma portion from an image with existing segmentation approach [42]. Furthermore, the research 
has extracted features from image with feature description mentioned in Table 1. These features are considered or learning and 
subjected to classification of images. 

4. Materials and Methods 

The Materials and methods of this research is implemented by ISIC 2018. This work considers around 10,000 images. They are 
specified in below Table 1. 

The purpose of using WEKA is to project the details of proposed method and to display the results of our approach on a small 
dataset. Furthermore, the research has gained its attention in terms of learning and testing the benchmark dataset with better per-
formance optimization. The main objective of using these WEKA Software is display the features calculations and the result of feature 
measurements in terms of feature extraction and features classification. Finally, the result of classification and performance has been 
displayed in the form of graphical representation on WEKA. 

The purpose of segmentation is to extract the features from an image and to subject it to the appropriate solution of a problem 
stated. The measures adopted to overcome the drawbacks of the existing approach and how effectively, the research has gained its 
focus on performance measures in terms of accuracy and precision vs. recall along with sensitivity and specificity. 

4.1. Methods 

The following techniques have been applied in this evolved method.  

1) Apply Auto Color Correlogram Filter, Binary Patterns Pyramid Filter, and Colour Layout Filter  
2) Correlate Machine Learning Algorithms  

a) Attribute selection for Classifier-Dimensionality while training and testing data reduction before being passed on to a classifier.  
b) Bagging-of-Class vis-a-vis for bagging a classifier to reduce variance.  

3) In order to obtain better solution 

Table 1 
Meta data of International Skin Imaging Collaboration (ISIC) dataset.  

Sl. No Name of the Class Description 

1 nv Melanocytic nevi 
2 mel Melanoma 
3 bkl Benign keratosis lesions 
4 bcc Basal cell carcinoma 
5 akiec Actinic keratoses 
6 vasc Vascular 
7 df Dermatofibroma  
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In order to yield better results as shown in Fig. 3, following techniques have been incorporated in open supply programme’s like 
Weka3.9.5 (see Figs. 1 and 2). This observatory problems collected makes use of 10% of the complete dataset and makes use of ten-fold 
validation for all categories. 

The evolved research represented in Fig. 1 has given big boosting performance to the study of Medical Image Classification, as it 
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Auto Color 
Correlagram  Filter 

Optim
al 

Model Evaluation 

Binary Patterns 
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Fig. 1. Proposed method specifies ensemble with Transfer Learning.  

Fig. 2. Overview of multiclass in Weka3.9.5.  
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addresses the limitations of classifying the Melanoma Skin Cancer Images with Hybrid Classification. 
The evolved research represented in Fig. 2 provides information of Medical Image Classification, as it addresses the limitations of 

classifying the Melanoma Skin Cancer tissues addressed with Hybrid Classification. The result of processing with Weka is shown in 
Fig. 2. 

The sample images of dataset considered is shown in Fig. 3. The study of Medical Image Classification to address the limitations of 
classifying the Melanoma Skin Cancer Images with Hybrid Classification. 

Fig. 3. Sample Dataset used for addressing the Melanoma Skin Cancer Tissue Classification.  

Table 2 
Various measurement of classifiers on dataset by auto color correlogram filter.  

Sl. No Ensemble Classifier Accuracy Precision Recall ROC PRC 

1 Bagging with Auto Color Correlogram Filter 83.88% 0.85 0.84 0.92 0.90 
2 Attribute Selected Classifier with Auto Color Correlogram Filter 82.65% 0.82 0.83 0.92 0.72 
3 Bagging with Binary Patterns Pyramid Filter 85.06% 0.84 0.85 0.90 0.88 
4 Attribute Selected Classifier with Binary Patterns Pyramid Filter 89.97% 0.90 0.90 0.91 0.91 
5 Bagging with Colour Layout Filter 85.77% 0.85 0.86 0.87 0.88 
6 Attribute Selected Classifier with Colour Layout Filter 90.96% 0.91 0.91 0.95 0.87  

Fig. 4. The presentation of Confusion Matrix is for assessing the performance of proposed method with existing methods.  
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5. Results and discussions 

The proposed hybrid classifier has yielded better results and given good avenues for analysis of research work tabulated in Table 2. 
The experimental analysis is recognized as a good Classifier in the class of Ensemble classifiers namely Bagging and Attribute Selection 
Classifier by using Auto Color Correlogram Filter, Binary Patterns Pyramid Filter, and Colour Layout Filter for bringing the optimal 
solution to the problem stated in Section II. 

The accuracies obtain from the selected classifiers with selected image enhancement techniques is shown in Fig. 4. The Bagging of 
meta category classification algorithm by using Auto Color Correlogram Filter has 83.88% of accuracy level, the Attribute Selected 
Classification algorithm by implementing Auto-Color Correlogram has 82.65% of accuracy, the Bagging by utilizing Binary Patterns 
Pyramid Filter of image feature extraction technique has produced 85.06% of accuracy, the Attribute Selected Classification algorithm 
by implementing Binary Patterns Pyramid Filter of image feature extraction technique has 89.97% of accuracy, the Bagging classifier 
using Colour Layout Filter of Image enhancement technique has 85.77% of accuracy and the penultimate Attribute Selected Classi-
fication algorithm using Colour Layout Filter of Image enhancement technique has 82.65% of accuracy. 

The precision values obtain from the selected classifiers with selected image enhancement techniques is shown in Fig. 5. The 
Bagging of meta category classification algorithm by using Auto Color Correlogram Filter has 0.85 of precision, the Attribute Selected 
Classification algorithm by implementing Auto Color Correlogram has 0.82 precision, the Bagging by utilizing Binary Patterns Pyramid 
Filter of image feature extraction technique has 0.84 of precision, the Attribute Selected Classification algorithm by implementing 
Binary Patterns Pyramid Filter of image feature extraction technique has 0.90 of precision level, the Bagging classifier using Colour 
Layout Filter of Image enhancement technique has 0.85 precision level, and the penultimate Attribute Selected Classification algo-
rithm using Colour Layout Filter of Image enhancement technique has 0.91 precision. 

Accuracy

Fig. 5. Graphical representations of various classifiers with their accuracy levels.  

Precision

Fig. 6. Graphical representations of various classifiers with their precision values.  
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The memory values acquire from the particular classifiers with selected image enhancement techniques is shown in Fig. 6. The 
Bagging of meta category classification algorithm by using Auto-Color Correlogram Filter has 0.84 of recall, the Attribute Selected 
Classification algorithm by implementing Auto-Color Correlogram has 0.83 recall, the Bagging by utilizing Binary Patterns Pyramid 
Filter of image feature extraction technique has 0.85 recall, the Attribute Selected Classification algorithm by implementing Binary 
Patterns Pyramid Filter of image feature extraction technique has 0.90 recall, the Bagging classifier using Colour Layout Filter of Image 
enhancement technique has 0.86 recall, and the Attribute Selected Classification algorithm using Colour Layout Filter of Image 
enhancement technique has 0.91 recall. 

The ROC values obtain from selected classifiers with selected image enhancement techniques is shown Fig. 7. The Bagging of meta 
category classification algorithm by using Auto Color Correlogram Filter has 0.92 of ROC level, the Attribute Selected Classification 
algorithm by implementing Auto Color Correlogram has 0.92 of ROC level, the Bagging by utilizing Binary Patterns Pyramid Filter of 
image feature extraction technique has 0.90 of ROC level, the Attribute Selected Classification algorithm by implementing Binary 
Patterns Pyramid Filter of image feature extraction technique has 0.91 of ROC level, the Bagging classifier using Colour Layout Filter of 
Image enhancement technique has 0.87 of ROC level, and the Attribute Selected Classification algorithm using Colour Layout Filter of 
Image enhancement technique has 0.95 of ROC level. 

The precisions obtain from the nominated classifiers with selected image feature extraction techniques has shown in Fig. 4. This 
graph signifies that the contrasts of precisions for all the groups of the classifiers with various image filters. The least accuracy value is 
82.65% which is produced by Attribute Selected Classifier algorithm by using Auto Color Correlogram Filter. The Highest accuracy 
value is 90.96% which is having Attribute Selected Classifier by implementing Colour Layout Filter. The Bagging with Auto Color 
Correlogram Filter, Bagging using Binary Patters Pyramid Filter, bagging algorithm using Colour Layout Filter and Attribute Selected 
Classifier algorithm using Binary Patters Pyramid Filter are having accuracy values from 83.88% of accurateness level to 89.97% of 
accurateness level. 

The precision values obtain from the selected classifiers with selected image feature extraction techniques has exposed in Fig. 5. 
This graph characterizes that the comparisons of precision values for all the groups of the classifiers with various image filters. The 
least precision value is 0.82 which is produced by Attribute Selected Classifier algorithm by using Auto Color Correlogram Filter. The 
Highest precision value is 0.91 which is having Attribute Selected Classifier by implementing Colour Layout Filter. The rest of the 

Recall

Fig. 7. Graphical representations of various classifiers with their recall values.  

Classifier Vs Time Taken to build model(In Seconds)

Fig. 8. Graphical representations of various Classifiers with their time is taken to build a model.  
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classifiers like, the Bagging with Auto Color Correlogram Filter, Bagging using Binary Patters Pyramid Filter, Bagging algorithm using 
Colour Layout Filter and Attribute Selected Classifier algorithm using Binary Patters Pyramid Filter are having precision values from 
0.85 of precision level to0.90 of precision level. 

The memory values acquire from the particular classifiers with selected image feature extraction techniques has exposed in Fig. 6. 
This graph signifies that the contrasts of recall values for all the groups of the classifiers with various image filters. The least recall value 
is 0.83 which is produced by Attribute Selected Classifier algorithm by using Auto Color Correlogram Filter. The Highest recall value is 
0.91 which is having Attribute Selected Classifier by implementing Colour Layout Filter. The rest of the classifiers like, the Bagging 
with Auto Color Correlogram Filter, Bagging using Binary Patters Pyramid Filter, Bagging algorithm using Colour Layout Filter and 
Attribute Selected Classifier algorithm using Binary Patters Pyramid Filter are having recall values from 0.84 of recall level to 0.90 of 
recall level. The strengths of our proposed method shall be noticed in terms of performance measures. On the other hand, the 
weaknesses of our approach may be time complexity compared with contemporary approaches. Fig. 8 indicates the results of time 
taken for processing an image of a dataset. 

6. Conclusion 

This research work finds that the Attribute Selected Classifier of ensemble category using Color Layout Filter model is producing the 
efficient output with less error values such as accuracy, precision, recall, ROC Fig. 9 with AUC has yielded 90.96%, 0.91, 0.95, 0.87 
respectively. The evolved results have shown significant contribution to classification of Melanoma Skin Images into different stages of 
Skin Cancer, which is having Attribute Selected Classifier by implementing Colour Layout Filter. This research work recommends that 
the Attribute Selected Classifier of ensemble category using Color Layout Filter. 
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