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Adapting flexibly to changing circumstances is guided by memory of past choices, their outcomes in similar circumstances,
and a method for choosing among potential actions. The hippocampus (HPC) is needed to remember episodes, and the pre-
frontal cortex (PFC) helps guide memory retrieval. Single-unit activity in the HPC and PFC correlates with such cognitive
functions. Previous work recorded CA1 and mPFC activity as male rats performed a spatial reversal task in a plus maze that
requires both structures, found that PFC activity helps reactivate HPC representations of pending goal choices but did not
describe frontotemporal interactions after choices. We describe these interactions after choices here. CA1 activity tracked
both current goal location and the past starting location of single trials; PFC activity tracked current goal location better
than past start location. CA1 and PFC reciprocally modulated representations of each other both before and after goal
choices. After choices, CA1 activity predicted changes in PFC activity in subsequent trials, and the magnitude of this predic-
tion correlated with faster learning. In contrast, PFC start arm activity more strongly modulated CA1 activity after choices
correlated with slower learning. Together, the results suggest post-choice HPC activity conveys retrospective signals to the
PFC, which combines different paths to common goals into rules. In subsequent trials, prechoice mPFC activity modulates
prospective CA1 signals informing goal selection.
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Significance Statement

HPC and PFC activity supports cognitive flexibility in changing circumstances. HPC signals represent behavioral episodes
that link the start, choice, and goal of paths. PFC signals represent rules that guide goal-directed actions. Although prior stud-
ies described HPC–PFC interactions preceding decisions in the plus maze, post-decision interactions were not investigated.
Here, we show post-choice HPC and PFC activity distinguished the start and goal of paths, and CA1 signaled the past start of
each trial more accurately than mPFC. Postchoice CA1 activity modulated subsequent PFC activity, so rewarded actions were
more likely to occur. Together, the results show that in changing circumstances, HPC retrospective codes modulate subse-
quent PFC coding, which in turn modulates HPC prospective codes that predict choices.

Introduction
Adapting to changing circumstances requires cognitive flexibil-
ity, the ability to compare and switch among different concepts

(Magnusson and Brim, 2014). Cognitive flexibility entails recall-
ing past choices and outcomes in similar circumstances and
selecting among available options and potential outcomes in the
present. In nonhuman animals, cognitive flexibility is demon-
strated by differential responses to identical cues according to in-
ternal or external context (Scott, 1962). This behavioral flexibility
often depends on abilities supported by the hippocampus (HPC)
and prefrontal cortex (PFC; Rich and Shapiro, 2009; Eagle et al.,
2016; Place et al., 2016).

Episodic memory for behavioral episodes helps guide
cognitive flexibility. In people, episodic memories represent
past experiences in spatial and personal context (Tulving,
1983) and is impaired by damage to the HPC (Scoville and
Milner, 1957). In nonhuman animals, including rats, HPC
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damage impairs episodic-like memory (Clayton and Dickinson,
1998), for example, remembering where food was found recently
(Ferbinteanu and Shapiro, 2003; Avigan et al., 2020). Neuronal
activity in the rat HPC supports episodic-like memory. HPC sin-
gle units fire in place fields, local patches within specific environ-
ments (O’Keefe and Dostrovsky, 1971), and ;30 HPC units
predict a the environmental location of a rat to within 2 cm2

(Wilson and McNaughton, 1993). Beyond location, HPC unit
activity distinguishes episodic-like memory demands (Frank et
al., 2000; Wood et al., 2000; Ferbinteanu and Shapiro, 2003;
Ferbinteanu et al., 2006). HPC units with place fields in a plus
maze start arm demonstrate prospective coding, firing at differ-
ent rates that predict the goal choice of a rat (Ferbinteanu and
Shapiro, 2003; Ferbinteanu et al., 2006). Units with fields in the
goal arms show retrospective coding by firing at different rates
depending on the starting location of the rodent. HPC cells
thereby signal paths, spatiotemporal trajectories that link the
start and end of behavioral episodes (Ferbinteanu and Shapiro,
2003).

Rules that differentiate responses to identical stimuli contrib-
ute to cognitive flexibility by distinguishing task features that
predict choice outcomes. Damage to the PFC in humans impairs
rule switching, for example, in the Wisconsin Card sorting task
(Janowsky et al., 1989). In rodents, medial PFC (mPFC) dysfunc-
tion impairs tasks with analogous demands (Rich and Shapiro,
2007; Guise and Shapiro, 2017). mPFC activity reflects such
rule computation in single-unit firing patterns that vary, for
example, with egocentric and spatial response strategies (Rich
and Shapiro, 2009).

Frontotemporal interactions may support cognitive flex-
ibility by integrating rules with episodic memories. In the
start arms of a spatial memory task that requires both struc-
tures, PFC rules helped select HPC prospective codes before
choices, as though guiding memory retrieval (Guise and
Shapiro, 2017). We hypothesized that after choices, fronto-
temporal interactions could guide reversal learning, for
instance, by signaling the current goal. Both CA1 and
mPFC ensembles recorded after choices discriminated the
current goal accurately. CA1 signaled path starts more
accurately than PFC, and predicted both PFC prospective
coding in subsequent trials and reversal learning speed.
After choices, HPC signals may convey the starts of differ-
ent paths to the same goal to the mPFC, which combines
these into rules. In subsequent trials, PFC rules help activity
HPC path codes that inform decision-making.

Materials and Methods
Behavioral physiology
The behavioral and physiological results reported here describe new
analyses of data collected previously (Guise and Shapiro, 2017). The next
sections summarize key details of the behavioral and electrophysiological
approach.

Maze apparatus
Behavior testing and recording was performed on a matte black-painted
elevated plus maze (64 � 6.5 cm) and waiting platform centered in a
room decorated with high-contrast posters. The maze was fitted with
purpose-built infrared emitter/sensor pairs interfaced with a PC via a
NI-DAQ 6008 (National Instruments) to log animal responses (Guise
and Shapiro, 2017).

Behavior training
Animals were introduced to the behavioral testing room after handling.
Male rats were first exposed to a waiting platform covered with chocolate

sprinkles. Once the rat consumed all the food, the rat was then placed in
the north start arm facing away from the choice point and allowed to
explore the maze until all the food in both goal arms was consumed. The
rat was returned to the waiting platform, and the goal arms were
rebaited. After ;1min, the rat was then placed in the south start arm of
the maze and allowed to explore the maze until all the food in both goal
arms was consumed. The rat was then returned to the waiting platform
for ;1min and then returned to its home cage. Training on the behav-
ioral tasks started the next day (Guise and Shapiro, 2017).

Spatial memory task
Rats were trained to perform a spatial memory task that requires CA1
function. In each trial, a goal arm was baited with food. Afterward, a rat
was taken from the waiting platform and placed in a pseudorandomly
chosen start arm. The rat was allowed to enter a goal arm and was then
returned to the waiting platform. The same goal arm was rewarded
throughout a block of trials while the rat learned to apply one of two
mutually exclusive rules to find food (either go East or go West). After a
correct choice, a rat was allowed to consume the food reward before it
was returned to the waiting platform. Errors were counted when a rat
placed all four paws into the nonrewarded goal arm. During the first
three trials of a block, a rat was allowed to self-correct; otherwise, the
trial ended when the rat reached the end of the incorrect goal arm or
attempted to turn around. After the rat got 10 of the last 12 consecutive
trials correct, the reward contingencies were reversed, and the animal
learned to use the opposite rule to find food. The procedure was repeated
until animals completed ;50 trials. Rats were trained in the task until
they performed at or above 80% accuracy for three of four consecutive
training days (Guise and Shapiro, 2017).

Electrophysiology
Hyperdrive implants and tetrode lowering. Custom hyperdrives

with 24 independently movable tetrodes were used for recording.
Tetrodes were spun from 12.5mm nichrome wire (Kanthal Precision
Technologies), loaded into the hyperdrive, and cut and goldplated until the
impedance on each wire was ;200 kV measured at 1000Hz. During im-
plantation, an electrode interface board (EID 2624TT, Neuralynx) was con-
nected via 0.003 inch stainless steel wire to four ground screws distributed
across the skull and two reference screws above the cerebellum (CA1, AP
�3.6, ML 2.0; mPFC, AP 3.0, ML 0.5). Tetrodes were lowered 1.4 mm into
the cortex after surgery and, following a 1week waiting period, advanced
slowly (mm/day) toward the recording target. Tetrodes reached CA1 and
mPFC after;2.5–3weeks. Proximity of CA1 tetrodes to the pyramidal cell
layer was estimated by sharp wave-ripple (SWR) profiles (Csicsvari et al.,
1999; Guise and Shapiro, 2017); tetrodes were lowered into the mPFC by
turning the Microdrive screw 10.6–14.2 times. To ensure recording stability,
tetrodes were not adjusted for at least 24 h before behavioral testing and re-
cording (Guise and Shapiro, 2017).

Recording apparatus.Multiunit neuronal activity and local field poten-
tials (LFPs) were acquired using a Digital Lynx SX system (Neuralynx) with
an electrode interface board. Tetrodes were connected to a head stage with
unit gain amplifiers to minimize cable motion artifact.

Unit activity was filtered between 600 and 9000Hz and digitized at
32 kHz before online spike detection. Amplitude thresholds were man-
ually set per tetrode to maximize the signal-to-noise ratio for spike
detection. When the amplitude on a single wire exceeded the threshold, the
waveform around the crossing and timestamp were saved. Waveforms were
later sorted off-line into individual units. LFP signals were sampled continu-
ously at 2 kHz with a bandpass filter (1–512Hz) and were recorded with the
active electrode referenced directly to a skull screw (Guise and Shapiro,
2017).

Animal position was recorded using an overhead video camera (digi-
tized at ;30Hz), which tracked LED lights mounted on the head stage.
LED positions were converted to timestamped X Y coordinates and
stored for off-line analysis (Guise and Shapiro, 2017).

Behavioral and recording analyses
General behavior analyses. Maze behavior was categorized into four

possible journey types—northwest (NW), northeast (NE), southwest (SW),
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and southeast (SE). Running speed was assessed on a trial-by-trial basis to
generate a distribution of velocities at each point on the maze. Positions on
the maze within a trial in which the speed of an animal fell outside 2 SDs of
the mean for that position were removed from subsequent analyses (Guise
and Shapiro, 2017).

Spike sorting. Spikes recorded on individual tetrodes were clustered
into functional units assuming single neurons as the putative sources.
Waveform shape and relative amplitude parameters were used to define
the basis for a space in which clustering was performed. Semiautomatic
clustering was performed as follows: (1) KlustaKwik (Kadir et al., 2014)
was first used to cluster the detected parameters, (2) noise clusters were
manually rejected, (3) the remaining data were automatically clustered
again, and then (4) edited to identify well-segregated clusters of spikes.
The well-segregated clusters were assigned to functional units (Guise
and Shapiro, 2017).

Local field potentials. LFPs were segmented into single-trial epochs
and marked as usable on a per-trial basis. For each ensemble, one tetrode
from mPFC and CA1 was used for analysis by the proportion of usable
trials and number of recorded units. For CA1, LFPs showing sharp
waves with positive deflections were selected to ensure fair comparisons
of theta phase across recording. After rereferencing, the LFPs were again
bandpass filtered (2–250Hz) for further analysis (Guise and Shapiro,
2017).

Neuronal ensemble and unit counts. The results below are based on
eight simultaneously recorded CA1 and mPFC ensembles (CA1, mean =
61 units/ensemble, 488 units total; mPFC, mean = 28 units/ensembles,
224 units total) from three different rats (Table 1).

Operational definition of learning and calculating learning rate. To
determine how well animals learned which goal was being rewarded, we
derived learning curves using the Smith expectation-maximization algo-
rithm (Smith et al., 2004). The Smith algorithm uses all trial outcomes
during a learning epoch to calculate the probability (with confidence
intervals) that a rodent will select the rewarded goal during a specific
trial. We found the first trial at which the Smith algorithm predicted
with 95% confidence that the animal would select the correct goal with a
probability.50%. This trial and subsequent trials during a single learning
epoch were classified as stable performance. Preceding trials were classi-
fied as early learning. These operational definitions categorized single tri-
als for physiological analyses to compare interactions between the mPFC
and CA1 during standardized levels of learning and stable performance.

The learning speed/rate during a single contingency block was
defined as the inverse of the percentage of the contingency block elapsed
before the animal achieved stable performance, that is, total number of
trials/number of early learning trials in the contingency block. To deter-
mine animal learning speed across a session, the contingency block
learning speed was averaged across all contingency blocks during the
day of testing.

Goal arm population vectors. For each testing session, ensembles of
CA1 and mPFC single units were represented as arrays of population
vectors (PVs). Each PV described ensemble activity in a single trial, and
each element of a PV was based on the mean firing rate of one unit. PVs
recorded as the rat moved through the 2D maze were converted into
128 cm linearized paths, and spiking in a 57 cm segment of the linearized
path (71–128 cm of the linearized path) described neural activity in the
goal arm. PV arrays were z-score normalized across trials and smoothed
with a Gaussian of one trial SD. Smoothing was conducted on a per-neu-
ron basis across trials by padding the trialwise rate vector with a time-
reversed copy of itself, interpolating data from missing trials because of
poor video tracking, and the resulting padded vector was convolved with
the Gaussian by multiplication in the frequency domain and then trans-
formed back to the time domain. The padded portion and interpolated
elements were then discarded. Per-trial rate vectors were then normal-
ized to unit length (Guise and Shapiro, 2017).

Ensemble coding and the kernel trick. To assess the similarity of
neural representations over the course of learning, we measured
the correlation of PVs in all pairs of trials recorded in a session.
Correlation was defined by the pairwise dot product of nonlinear
rate vectors, and expanded using a third-order inhomogeneous
polynomial kernel (Schölkopf, 2001; Schölkopf and Smola, 2003),

which included the similarity among rate vectors comprising unit fir-
ing rates and unit pair and triplet interactions. CA1 and mPFC ensem-
bles were analyzed separately. Past work analyzed only start arms PVs,
and the current work replicated and extended the analyses to goal arm
PVs.

Support vector machines .We used support vector machines (SVMs)
to quantify the extent to which CA1 and mPFC ensembles recorded in
the goal arms (71–128 cm of the linearized path) decoded current and
past locations. Goal arm activity consisted of firing rate PVs of the raw
firing rate of each unit normalized by unit across trials and then normal-
ized to unit length per trial. Separate SVMs were trained using either
CA1 or mPFC activity to categorize trials by the goal arm, either East or
West, that is, the current location of the rat; other SVMs categorized the
same trials as having started in either the North or South, or the past
starting location of the rat. Each SVM was trained using a leave-one-out
approach (Cheng et al., 2017; Guise and Shapiro, 2017), and model accu-
racy was defined as the percentage of accurate classifications of the held-
out trial.

To determine whether SVMs were predicting locations by dis-
covering task structure or unrelated noise, we repeated the above
procedure using the same input feature data with shuffled trial
labels. The prediction accuracy of each model was determined on
the testing sets following 1000 separate shuffles of the data to
determine whether observed decoding exceeded chance via permu-
tation testing. CA1 and mPFC model decoding accuracy was com-
pared using ANOVA.

Start and goal spatial information per population vector . To deter-
mine whether differences in CA1 and mPFC SVM decoding accuracy
were because of differences in the information content of CA1 and
mPFC PVs or merely a function of ensemble size, we calculated total
spatial information, start arm information, and goal arm information of
each CA1 and mPFC unit. We used the information theoretic approach
previously described by Skaggs et al. (1992, 1996) and calculated infor-
mation as follows:

Spatial Information ¼
XN
a¼1

pa
l a

l
log2

l a

l
;

where the spatial information is measured as bits/spike, a = 1, 2, ...
N is the number of nonoverlapping spatial bins in the environ-
ment, p refers to the occupancy probability of bin a, l a is the
mean firing rate of the unit in bin a, and l is the overall mean fir-
ing rate of the unit across all the bins. To calculate the start arm in-
formation, we only considered bins from either the North or South
start arm of the plus maze, and similarly, to calculate goal arm in-
formation, we only included bins from either the East or West goal
arm in the above formulation.

We then calculated the start arm information and goal arm informa-
tion in the CA1 and mPFC goal arm population vector in each trial by
multiplying the number of spikes from each unit by its information per
spike. We summed these totals and normalized by ensemble unit count.
More precisely, the normalized start and goal information was calculated
as follows:

Table 1. Rat from which each ensemble was recorded, and number of CA1 and
mPFC units per ensemble

Ensemble Rat CA1 units mPFC units

1 1 53 37
2 1 69 28
3 1 60 23
4 2 63 24
5 2 61 31
6 2 62 25
7 3 55 26
8 3 65 30

Eight ensembles from 3 different male rats consisting of an average of 61 CA1 and 28 mPFC units were
used in the analyses.
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Normalized PV Start Information ¼
XZ

u¼1
IStart;upNu

Z

Normalized PV Goal Information ¼
XZ

u¼1
IGoal;upNu

Z
;

where Z is the number of units in the population, IStart,u is the start arm
information for unit u, IGoal,u is the goal arm information for unit u, and
Nu is the number of spikes unit u fires.

We compared the normalized start arm information and goal arm
information between CA1 and mPFC population vectors using Mann–
Whitney U testing.

Bayesian decoding of position
To investigate PV representations of task-relevant information, we used
Bayesian linear regression. Bayesian regression uses PVs as input to a
look-up table based on mean firing rate maps of the maze and calculates
the probability that the rat occupies each location in the maze. We used
Bayesian regression to generate spatiotemporal representations of the
path of a rodent through the plus maze using 33ms PVs. Each 33ms PV
consisted of unit firing rates (normalized to unit length). Each PV was
augmented by including correlated activity between pairs of units.
Correlated activity was calculated by dividing each 33ms time slice into
16 bins of 2ms. For each unit, a bin had a value of one if a spike occurred
or zero if not. Pearson’s r was calculated between each pair of units using
these 16 bins, and the r values were appended to the end of the rate PV.
For a 10 unit ensemble, a single 33ms input vector would have a length
of 55–10 firing rates normalized to unit length followed by 45 r values
corresponding to pairwise coactivity between each pair of units. From
these PVs, we predicted position using Bayesian linear regression model
of the following form:

Y ¼ XB1E;

where Y is the position vector (x position in cm, y position in cm), X is
the 33ms PV, and B is a coefficient matrix of size unit count � 2, and E
is an intercept vector of length 2. Priors were estimated using the mean
firing rate of all units and the average position of the rodent during task
performance, from start to goal arm and reward consumption, for
all trials in each testing session. Fitted models were validated via a
leave-one-out probability integral transform that performs mar-
ginal checks on all model parameters (coefficient and intercept
terms) to ensure they fit a normal distribution, as expected with an
appropriately dispersed Gaussian regression model. For each ses-
sion, we used the fitted model to estimate the position of the rat for
each 33ms augmented PV in each 2 � 2 cm bin throughout the
maze. We defined the decoded current location of the animal as
the integrated probability of the rat being within 10 cm of the video
tracking coordinates.

Prospective and retrospective decoding
Prospective decoding was defined by the probability that a rat occupied
a correct goal arm based on neuronal activity recorded in a start arm, for
example, the predicted likelihood that the rat was in the East goal arm
while it was actually in the North start arm. This delocalized decoding
was quantified as the integrated probability that the animal was in the
set of 2 � 2 cm bins of the goal arm. Retrospective decoding was defined
as the probability that the rat was in the start arm based on PVs recorded
while the animal occupied the goal arm, for example, the probability that
the predicted location of a rat was in the North start arm while the rat
was actually in the East goal arm.

Determining CA1 place fields and mPFC firing fields
CA1 place fields were identified from putative pyramidal cells, defined
operationally by firing rate and spike shape and excluded units with fir-
ing rates that changed systematically across the recording session (a =
0.05, Spearman’s rank correlation coefficient). A firing rate map was

constructed for each unit in a session by dividing the plus maze into 1 �
1 cm position bins and calculating the mean firing in each bin. The firing
rate bins were smoothed with a Gaussian kernel (s = 3 bins). The
smoothed bins were fitted with Gaussian curves centered at the location
of each local maximum, and curves that bound a volume ,80% of the
largest Gaussian curve were discarded. The remaining Gaussian curves
defined unit firing fields (Kaufman et al., 2020); the arm with the largest
volume defined the North, South, East, West, or Choice Point firing field
of the cell. The same approach was used to identify firing fields from sin-
gle mPFC units.

Identifying sharp wave ripples
For each recording session, one tetrode from mPFC and CA1 was
selected for LFP analysis by the proportion of usable trials and the num-
ber of recorded units. For CA1, LFPs showing positive-going sharp
waves were selected to ensure fair comparison of theta phase across
recordings. These LFPs were filtered (2–250Hz) for further analysis
(Buzsáki, 2002; Guise and Shapiro, 2017). Candidate SWR events were
extracted from these selected recordings of LFP activity.

Candidate SWR events were detected using a previously developed
filter (Karlsson and Frank, 2009). Briefly, peaks in LFP activity were
identified from CA1 units. The raw LFP data were bandpass filtered
between 150 and 250Hz (gamma) and 8–14Hz (theta). The Hilbert
transform was then applied on these filtered signals to construct the
SWR envelope, smoothed by a Gaussian (s = 4 ms). SWRs were defined
as the time periods during which the gamma power of the envelope
exceeded 3 SDs of the mean for at least 15 ms on one electrode.
Candidate SWRs were further filtered by ensuring animal movement
speed was , 2 cm/s during the event, and at least five place cells
(described above) fired at least one spike each.

Nonlocal spiking analyses
Prospective and retrospective decoding imply units fire reliably outside
their statistically defined place fields. To quantify in and out of field ac-
tivity, each spike recorded in a trial was classified as either local, when a
unit fired within the same arm as its field, or nonlocal when it fired in
another arm, for every 33ms video sample. The percentage of nonlocal
spikes was determined by averaging the proportion of nonlocal spikes
across all 33ms periods per trial. Local and nonlocal spiking was ana-
lyzed separately for prospective and retrospective epochs, and percen-
tages from CA1 and mPFC ensembles were compared using Mann–
Whitney U testing.

To test whether different brain states influenced nonlocal spiking, we
found the time periods during which sharp wave-ripples occurred
(described above). We then correlated the percentage of nonlocal spiking
in CA1 and mPFC during periods of prospective and retrospective
decoding with the percentage of the decoding period that consisted of
sharp wave-ripples. We then subdivided the periods of prospective and
retrospective decoding into ripple and nonripple periods and found the
percentage of nonlocal spikes that occurred during ripple and nonripple
periods. We compared ripple and nonripple nonlocal spiking percen-
tages between CA1 and mPFC using two-way ANOVA.

Granger prediction analysis
We used Granger prediction analyses to determine whether decoding by
one brain area predicted decoding by the other during learning or stable
memory performance. Granger prediction analyzes temporally directed
statistical relationships between two time series by measuring how well
the recent history of one time series predicts current events in a second
time series beyond that predicted by the history of the second series
alone. The Granger value quantifies this prediction as the log ratio of the
residual variances for the model incorporating only the target series and
the model incorporating both. Larger Granger values indicate increased
gains in prediction by including the second time series (Granger, 1969).

We constructed individual time series of prospective and retrospec-
tive decoding from CA1 and mPFC activity recorded in each trial of a
session and how well decoding in the previous three trials predicted
decoding in the current trial. For example, CA1 prospective decoding in
trials 1, 2, and 3 was used to predict mPFC prospective decoding in trial
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4. Three trials minimized the Bayesian information criterion, described
below, to optimize model fit and parameter number.

To determine whether Granger values exceeded chance, we shuffled
the trial order of the nontarget series 1000 times and calculated the
Granger value for each shuffle, generating a null distribution. Shuffling
eliminates the temporal correspondence between the two series and
helps delineate the extent to which any increase in explained variance of
the target was produced merely by the number of predictors in the non-
target series.

We assessed the predictive relationships between CA1 prospective
decoding on mPFC prospective and retrospective decoding, CA1 retro-
spective decoding on mPFC prospective and retrospective decoding, and
vice versa. We also assessed the relationship between Granger values and
learning speed using linear regression.

Selecting optimal granger prediction models
The dependent variable for each observation used in Granger prediction
analysis was the similarity of prospective or retrospective decoding of a
given trial to that observed at the end of the previous three trials. The
number of independent variables (three) was determined by minimizing
the Bayes’s information criterion (BIC) with respect to trial number.
This aided in model selection by balancing model fit with parsimony of
model parameters. BIC was calculated as follows:

BIC ¼ n � ln RSS
n

� �
1 k � ln nð Þ;

where n is the number of observations in the model,
RSS is the residual sum of squares, and k is the num-
ber of parameters in the model, which includes both
time series (Guise and Shapiro, 2017).

Statistical analyses
Statistical analyses were conducted using paramet-
ric approaches, for example, standard ANOVAs.
Nonparametric equivalents to parametric statisti-
cal tests were used when appropriate, for instance,
comparing model accuracy values with Mann–
Whitney U testing or comparing Granger values to
chance with permutation testing. All correlations
were assessed with Pearson correlations unless
otherwise noted.

Data availability
All code was developed in Python 3.7, Anaconda
2019.07, with several open-source libraries (van der
Walt et al., 2011; Salvatier et al., 2016; Virtanen et
al., 2020). Code is available on request and online at
https://github.com/learningandmemorylab/Goal_Arm.

Results
Eight CA1 and mPFC ensembles were re-
corded simultaneously as rats (N = 3) per-
formed spatial reversals in a plus maze
(CA1, mean = 61.0 units/ensemble, total =
488 units; mPFC, mean = 28.0 units/ensem-
ble, total = 224 units; Table 1). Each session
included ensemble activity recorded as rats
learned an initial spatial discrimination
and three reversals. The results describe
new analyses of data recorded previously
(Guise and Shapiro, 2017).

Goal arm PVs discriminate the goal and
predict the start of single trials
To quantify the extent to which goal arm
ensembles reliably predicted task features, we
trained SVMs to discriminate the start or goal
of each trial. The SVMs trained using the CA1

and mPFC ensembles were sufficient to accurately discriminate
the goal and predict the start of each trial. All eight CA1 and six
of eight mPFC goal arm PVs discriminated current goal arm
locations better than chance (goal arm discrimination, mean per-
centage correct 6 SEM, CA1 = 81.56 2.20%, mPFC = 79.66
3.20%). The proportion of CA1 and mPFC ensembles that accu-
rately discriminated goal arms was similar (Fisher’s exact test,
CA1 vs mPFC, p = 0.47; Fig. 1A). The same PVs were used to
train SVMs to categorize the start arms of each trial to assess ret-
rospective decoding. The same proportion of ensembles pre-
dicted the start arm better than chance (start arm prediction,
mean percentage correct 6 SEM, CA1 = 79.26 1.07%, mPFC =
70.3 6 2.8%; Fig. 1B), and the proportion of CA1 and mPFC
ensembles that accurately predicted start arms was similar
(Fisher’s exact test, CA1 vs mPFC, p = 0.47; Fig. 1B). CA1 SVMs
discriminated current and past locations with similar accuracy,
whereas mPFC SVMs discriminated current more accurately
than past locations (two-way ANOVA, Brain Region � Maze
Location, F(1,28) = 3.61, p = 0.034; Main Effect Region, F(1,28) =
4.23, p = 0.024; Main Effect Location, F(1,28) = 4.84, p = 0.019;

Figure 1. CA1 and mPFC ensembles signal current and previous locations; CA1 signals previous locations
with greater accuracy than mPFC ensembles. A, B, CA1 support vector machines assessed the extent to
which CA1 and mPFC population activity recorded in the goal arm signaled current (A) and past (B) loca-
tions. All eight CA1 and six of eight mPFC ensembles signaled current location with greater than chance
accuracy (A, blue, p , 0.05; red, p � 0.05, permutation testing). mPFC and CA1 current location decoding
accuracy was statistically indistinguishable (Mann–Whitney U test; SVM, U = 31.0, p . 0.05). All eight
CA1 and six of eight mPFC ensembles signaled past starting locations with greater than chance accuracy
(B). CA1 decoded starting locations more accurately than mPFC (Mann–Whitney U test; SVM, U = 15.0,
p , 0.05). C, CA1 and mPFC population vectors contained similar amounts of normalized information
about the current location in the goal arm (NCA1 = 446 trials, NmPFC = 446 trials; Mann–Whitney U test;
normalized goal arm information, U = 94 001.0, p . 0.05). D, mPFC population vectors contained less nor-
malized information about previous start arms than CA1 population vectors (NCA1 = 446 trials, NmPFC =
446 trials; Mann–Whitney U test; normalized start arm information, U = 50 617.0, p , 0.05). Each dot
represents one ensemble; gray horizontal lines correspond to the mean decoding accuracy (A, B). Each dot
represents the normalized spatial information from a single population vector from one trial (C, D); *p ,
0.05, N.S., Not significant (A–D).
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Tukey HSD post hoc testing, PFC decoding past location differ-
ent from all other groups, p, 0.05).

The SVMs showed goal arm PVs in each region could, in
principle, inform downstream brain areas about the start and
goal of paths. CA1 and mPFC categorized goal arms with similar
accuracy, but CA1 predicted the start arms more accurately than
mPFC (two-way ANOVA; Region � Maze Location; F(1,28) =
3.61, p = 0.034, main effect of Region: F(1,28) = 4.23, p = 0.024,
main effect of Maze Location, F(1,28) = 4.84, p = 0.019; Tukey
HSD post hoc testing, PFC Decoding of Starts different from all
other groups, p, 0.05; Fig. 1A,B). Although goal arm ensembles
from each region distinguished the start and goal, CA1 signaled
the past start in single trials more accurately than mPFC.

CA1 populations contain more information about starts
than mPFC
The SVMs suggest CA1 and mPFC population vectors contain
similar amounts of information about goals, but CA1 population
vectors contain more information about starts. However, the dif-
ferences in SVM decoding accuracy could reflect different en-
semble sizes; on average, CA1 ensembles had twice the
number of units as mPFC ensembles (CA1 vs mPFC units, 61
vs 28). To determine whether differences in SVM decoding
accuracy were better attributed to ensemble size or informa-
tion content signaled by CA1 and mPFC units, we calculated
the start arm and goal arm information provided by PVs nor-
malized to ensemble unit count. CA1 signaled spatial infor-
mation more strongly than mPFC (Spatial Information,
mean 6 SEM; CA1 PVs = 1.386 0.021, CA1 Single Units =
1.456 0.060, mPFC PVs = 1.106 0.017, mPFC Single
Units = 1.156 0.083; two-way ANOVA; Region � Maze
Location; F(3,1780) = 83.4, p � 0.01; main effect of Region,
F(1,1782) = 106, p � 0.01; main effect of Location, F(1,1782) =
83.6, p � 0.01; Tukey HSD post hoc testing, PFC Normalized
Start Information different from all other groups, p , 0.05;
Fig. 1C,D).

To compare the extent to which ensemble size and spatial in-
formation content contributed to SVM decoding, we determined
how well each measure correlated with SVM decoding accuracy.
SVM decoding accuracy was not correlated with ensemble size
(R2 = 0.157, p = 0.45). However, SVM decoding accuracy corre-
lated with both ensemble-averaged PV and single-unit informa-
tion (Decoding Accuracy � PV Spatial Information, CA1 Start,
R2 = 0.664, p = 0.032; CA1 Goal, R2 = 0.713, p = 0.026; PFC Start,
R2 = 0.760, p = 0.021; PFC Goal, R2 = 0.684, p = 0.029; Decoding
Accuracy � Unit Spatial Information, CA1 Start, R2 = 0.753, p =
0.022; CA1 Goal, R2 = 0.778, p = 0.019; PFC Start, R2 = 0.806, p =
0.011; PFC Goal, R2 = 0.781, p = 0.014). Spatial information
content of single units and ensembles predicted SVM
decoding accuracy, whereas ensemble size did not, suggest-
ing that although both CA1 and mPFC distinguish starts
and goals, CA1 signals the past start of single trials more
strongly than mPFC.

CA1 and mPFC ensembles decode current, past, and future
locations
SVM results show that goal arm PVs tracked learning and con-
tained sufficient information to identify the start and discrimi-
nate the goal of single trials but do not describe the nature of the
coded information. Bayesian regression revealed that CA1 and
mPFC ensembles decoded past, present, and future locations
(Fig. 2). Each ensemble was described by a separate Bayesian
model that computed the probabilities that the rat occupied

every maze location every 33ms of each trial from PVs consisting
of single-unit firing rates augmented with pairwise correlations.
CA1 (Wilson and McNaughton, 1993) and mPFC (Zielinski et
al., 2019) ensembles decoded the current location of the animal
(Integrated Probability within 10 cm of Rat Position, current loca-
tion, PFC = 93.26 0.002%, CA1 = 81.8 6 0.003%; other maze
locations, mPFC = 6.7 6 0.2%, CA1 = 18.2 6 0.3%). Because
place decoding is modulated by salient task demands (Kelemen
and Fenton, 2013), we expected that current maze locations
would be decoded simultaneously with other relevant locations
and conjectured that task-relevant decoding would differ among
brain circuits. For example, mPFC might represent start and goal
arms categorically as parts of a task schema, whereas CA1 might
associate the start and goal of single trials as episodic boundaries
(Bahar et al., 2011; Bahar and Shapiro, 2012).

To determine whether ensembles categorized arm types,
we compared decoding of pairs of corresponding arms (e.g.,
the start arms) to other maze locations. If PVs categorized
start and goal arms, then, for example, PVs recorded in the
North arm should decode the South arm, and vice versa,
more strongly than other maze locations. We found no evi-
dence that either brain region categorized arm pairs by their
task role. Rather, while the animal was in the start arm, PVs
from each region decoded the currently occupied start arm
more strongly than other start arm and simultaneously
decoded nonlocal positions in the goal arms (start arm PVs,
p(arm decoding 6 SEM) current, same category, all others; CA1,
61.7 6 0.40%, 0.146 0.14%, 38.26 1.58%; mPFC, 65.3 6 0.41%,
3.176 0.17%, 31.86 1.9%). Similarly, while the animal was in the
goal arm, goal arm PVs decoded the currently occupied goal arm
more strongly than the other goal arm and nonlocally decoded the
start arms (goal arm PVs, p(arm decoding 6 SEM) goal arm PVs,
current, same category, all others; CA1, 62.76 1.19%, 2.376 0.35%,
34.96 1.56%; mPFC, 66.56 1.26%, 6.466 0.40%, 27.16 1.86%).
CA1 decoded precise locations within occupied arms less accurately
than mPFC (CA1 vs mPFC, start = 61.7% vs 65.3%, goal = 62.7% vs
66.5%; two-sample t test, start, t(786) = 6.28, p � 0.01; goal, t(786) =
2.19, p = 0.029). However, CA1 decoded the occupied maze arms
throughout a trial more accurately than mPFC when decoding
included both current location and either the pending goal or previ-
ous starting location [p(occupied locations within a trial 6 SEM),
start arm PVs, CA1 = 96.16 0.38%, mPFC = 93.26 0.42%; goal
arm PVs, CA1 = 93.56 0.29%, mPFC = 91.36 0.32%; ANOVA
interaction of brain region � occupied arm, F(3,3140) = 6782.0, p �
0.01; occupied vs unoccupied arms, F(1,3142) = 6640.1, p� 0.01; CA1
vs mPFC, F(1,3142) = 1109.2, p� 0.01]. The more accurate decoding
of maze arms suggested CA1 represented locations framed by task
structures, places identified as specific starts and goals of paths.

Nonlocal spiking reflects associations between the start and
goal arms
If ensembles represent associations between start and goal arms,
then the pending goal should be decoded from start arm PVs,
and the prior start of each trial should be decoded from goal arm
PVs. These patterns are illustrated by decoding maps for CA1
and mPFC PVs (Fig. 2A,B), suggesting that each brain region
represented past and future locations within single trials. In the
start arm, prospective decoding was quantified as the differential
probability that decoded positions were within the chosen versus
other goal arm. Start arm PVs in CA1 and mPFC decoded the
pending goal, and prospective decoding was stronger in CA1
than mPFC [p(goal decoding 6 SEM) pending goal, other goal,
CA1 = 34.46 1.64%, 3.86 1.07%; mPFC = 27.96 2.12%,
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3.96 1.17%; ANOVA interaction of brain region by
decoded goal arm, F(3,1568) = 755.5, p � 0.01; main effect of
decoded goal arm, F(1,1570) = 1456.9, p � 0.01; main effect
of brain region, F(1,1570) = 140.9, p � 0.01; Mann–Whitney
U test, CA1 vs mPFC = 19 078.0, p � 0.01]. In the goal arm,
retrospective decoding was quantified as the differential
probability that decoded positions were within the actual
versus opposite start arm of the trial. Goal arm PVs in CA1
and mPFC decoded the start arms in single trials, and retro-
spective decoding was stronger in CA1 than mPFC [p(start

decoding6 SEM) previous start, other start,
CA1 = 30.86 1.01%, 4.16 1.19%; mPFC =
24.86 1.42%, 2.36 0.61%; ANOVA inter-
action of brain region by decoded start arm,
F(3,1568) = 422.3, p � 0.01; main effect of
decoded start arm, F(1,1570) = 34.4, p� 0.01;
main effect of brain region, F(1,1570) = 650.1,
p � 0.01; Mann–Whitney U test, CA1 vs
mPFC = 70397.0, p� 0.01].

Prospective and retrospective decoding
imply that nonlocalized spiking—when a
unit fires outside of its principal place field
(Hok et al., 2007)—associates current loca-
tions with either the pending goal or past
start of a trial. We therefore quantified the
spatial firing field of each unit, counted the
number of spikes a unit fired in an arm
outside its principal field, and compared
the proportion of spikes by units with
place fields in corresponding start or goal
arms. For example, during a prospective
decoding epoch in a start arm, we compared
the number of spikes by units with firing
fields in the East and West arms. De-
localized spikes were more common in
CA1 than mPFC during both prospec-
tive and retrospective decoding epochs
(mean 6 SEM percentage of spikes during
decoding epochs, prospective, CA1 = 19.56
0.71%, mPFC = 11.16 0.7%, Mann–
Whitney U = 52488, p � 0.01; retro-
spective, CA1 = 19.46 0.6%; mPFC =
15.9 6 0.3%, Mann–Whitney U = 56381,
p � 0.01; Fig. 2C,D). Nonlocalized spikes
in each brain region occurred most often
in the pending choice of goal arm or the
previously occupied start arm (mean 6
SEM percentage of spikes, prospective, cho-
sen vs other goal arm, CA1 = 75.76 7.74%,
24.36 7.74%; mPFC = 76.76 7.75%, 23.36
7.75%; retrospective, previously occupied vs
other start arm, CA1 = 74.76 7.32%, 25.36
7.32%; mPFC = 75.56 7.64%, 24.56
7.64%).

Because we defined out-of-field spiking
as occurring when a unit fired in an arm
different from the arm in which its princi-
pal field was located, the results could be
influenced by field size. Hence, if CA1
fields extended across fewer maze arms
than mPFC, then CA1 units could be
more likely to fire out of field. Alternately,
if CA1 and mPFC fields extended across a
similar number of maze arms, then field

size should not influence the observed nonlocal spiking meas-
ures. We therefore calculated the proportion of the maze and the
number of arms subtended by each CA1 and mPFC principal
field. Although CA1 fields were smaller than mPFC fields (per-
centage of Maze Bound 6 SEM, CA1 = 19.06 1.02%, mPFC =
24.36 1.03%; Mann–Whitney U, CA1 vs mPFC, U = 26 782.0, p
� 0.01), they subtended similar arm numbers (Number Maze
Arms Bound 6 SEM, CA1 = 1.336 0.96, mPFC = 1.426 0.107;
Mann Whitney U test, CA1 vs mPFC, U = 30 575.0, p = 0.52).

Figure 2. Delocalized spiking in CA1 and mPFC contributes to prospective and retrospective decoding in each structure. A,
To determine how CA1 and mPFC activity represented the location of the animal in the plus maze, we performed Bayesian
decoding of position from CA1 and mPFC activity. The color bar indicates the likelihood of an animal occupying a maze loca-
tion, with black showing the highest likelihood an animal occupies a specific position. CA1 and mPFC activity recorded in the
start arm decoded future goal locations, prospective decoding. Similarly, CA1 and mPFC activity recorded in the goal arm
decoded the past locations of the animal, retrospective decoding. B, During periods of both prospective and retrospective
decoding, spikes from CA1 and mPFC units with firing fields outside the current location of the animal (red dot) indicated its
future goal location during periods of prospective decoding and past starting location during periods of retrospective decod-
ing. Each color in B illustrates the principal firing field of one unit and is not shared across the figure. C, D, CA1 units demon-
strated more prospective and retrospective decoding than mPFC units (Mann–Whitney U test, prospective, U = 52 488, p,
0.05; retrospective, U = 56381, p, 0.05). Individual dots in C, D represent single trials; *p, 0.05, N = 446 trials.
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Hence, field size was unlikely to influence the results of the non-
local spiking analysis used here.

Nonlocal spiking in CA1 and mPFC could arise from differ-
ent functional network states, for example, theta versus ripple
states. Because nonlocal spiking is more frequent during ripples
than theta network states (Foster and Wilson, 2006; Gupta et al.,
2010; Jadhav et al., 2016; Tang et al., 2017; Yu and Frank, 2021),
we expected that prospective and retrospective decoding would
correlate with nonlocal spiking during ripples. Indeed, prospec-
tive and retrospective decoding events were correlated with rip-
ple frequency (Nonlocal Spiking � Ripple Frequency; Prospective
Decoding, CA1, R2 = 0.298, p = 0.037; mPFC, R2 = 0.274, p = 0.041;
Retrospective Decoding, CA1, R2 = 0.290, p = 0.039; mPFC, R2 =
0.258, p = 0.046).

We then compared the proportion of nonlocal spikes that
occurred during ripples and other network states during pro-
spective and retrospective decoding events. As expected, the per-
centage of nonlocal spiking was higher during ripples in both
CA1 and mPFC. Moreover, nonlocal spiking was higher in CA1
than mPFC during both network states (Prospective Decoding
Periods, percentage of Nonlocal Spiking 6 SEM; CA1 Ripple =
25.96 0.5%, CA1 Nonripple = 7.736 0.14%; mPFC Ripple =
17.16 0.3%, mPFC NonRipple = 4.476 0.15%; two-way
ANOVA Region � Ripple Network State, F(3,1780) = 940,
p � 0.01; main effect of Region, F(1,1782) = 342, p � 0.01;
main effect of Ripple Network State, F(1,1782) = 2458, p �
0.01). Similar results were observed during periods of ret-
rospective decoding; more nonlocal spiking occurred during
ripple events in both CA1 and mPFC, and more nonlocal spik-
ing was observed in CA1 than mPFC (Retrospective Decoding
Periods, percentage of Nonlocal Spiking 6 SEM, CA1 Ripple =
22.56 0.5%, CA1 NonRipple = 7.236 0.18%; mPFC Ripple =
16.76 0.4%, mPFC Nonripple = 5.496 0.06%; two-way ANOVA
Region � Ripple Network State, F(3,1780) = 573, p � 0.01; main
effect of Region, F(1,1782) = 72.8, p � 0.01; main effect of Ripple
Network State, F(1,1782) = 1647, p � 0.01). Nonlocal spiking was
more frequent during ripples in both mPFC and CA1.

The magnitude of delocalized spiking associated with pro-
spective and retrospective decoding epochs likely contribute to
different spatial decoding accuracy by mPFC and CA1 ensem-
bles. For each single unit, place decoding accuracy varies inver-
sely with the proportion of visited locations that trigger spikes,
and out-of-field spiking increases that proportion. CA1 spiking
was more delocalized than mPFC overall, but CA1 spatial signals
were more accurate than mPFC during epochs without prospec-
tive or retrospective decoding (decoding of position in epochs
without nonlocal decoding [p(occupied locations within a trial6
SEM); CA1 = 95.06 0.16%, mPFC = 94.36 0.13%; Mann–
Whitney U = 66 823.0, p � 0.01]. mPFC nonlocal spiking
decoded arbitrary locations more accurately than CA1, but CA1
spiking decoded task-relevant locations more accurately than
mPFC.

Prospective and retrospective representations modulate one
another within and between brain structures
mPFC and CA1 ensembles decode past, present, and future
locations in single trials. To investigate potential interactions
between brain regions, we used Granger analyses to quantify
the extent to which decoding in one area predicted changes
in the other. We first assessed frontotemporal decoding pre-
dictions separately in start and goal PVs and found bidirec-
tional interactions in both task phases. Sequences of CA1
prospective decoding changes predicted changes in mPFC

prospective decoding and vice versa (permutation testing,
additional variance explained, CA1!mPFC = 3.38%, p �
0.01; mPFC!CA1 = 6.55%, p � 0.01; Fig. 3E,F). Similarly,
retrospective decoding dynamics in each brain region predicted
changes in the other (permutation testing, additional variance
explained, CA1!mPFC = 7.07%; p � 0.01; mPFC!CA1 =
5.83%, p � 0.01; Fig. 3E,F). As rats performed spatial reversals,
CA1 and mPFC ensembles interacted bidirectionally so that pro-
spective and retrospective decoding dynamics in one structure
predicted changes in the other.

Representations of the past start and future goal modulated
one another across trials in both CA1 and mPFC. To assess cir-
cuit dynamics that might link the start and goal of behavioral
episodes, we analyzed the extent to which changes in prospective
and retrospective decoding predicted one another within and
between brain structures. Within structures, changes in prospec-
tive decoding predicted changes in retrospective decoding and
vice versa (permutation testing, additional variance explained,
prospective!retrospective, CA1 = 6.13%, p � 0.01; mPFC =
5.74%, p � 0.01; retrospective!prospective, CA1 = 6.66%, p �
0.01; mPFC = 6.79%, p � 0.01; Fig. 3G,H). Of the four potential
interactions between both the two brain areas and decoding
types, only retrospective decoding changes in CA1 reliably pre-
dicted prospective decoding changes in mPFC (additional var-
iance explained = 3.16%; p � 0.01; Fig. 3E,F, orange and green
bars). CA1 representation of the recently occupied start arm in
one trial predicted changes in mPFC representation of the pend-
ing choice at the start of the next trial.

Reversal learning speed covaries with frontotemporal
interactions
To determine the extent to which CA1–mPFC interactions var-
ied with learning, we assessed the correlation between Granger
values and the proportion of trials required for rats to perform
better than chance within each contingency block. The magni-
tude of bidirectional frontotemporal interactions within the start
and goal arms considered separately predicted learning speed
(correlation of mean Granger value and learning rate, prospec-
tive decoding, CA1!mPFC, R2 = 0.72, p = 0.020; mPFC!CA1:
R2 = 0.81, p � 0.01; retrospective decoding, CA1!mPFC: R2 =
0.75, p = 0.029, mPFC!CA1: R2 = 0.74, p = 0.020; Fig. 3I,J, blue
and red lines). Interactions between start and goal representa-
tions within brain structures were unrelated to learning (Fig. 3K,
L). Coordinated, bidirectional frontotemporal activity could sup-
port communication between brain areas that represent past epi-
sodes and future choices.

Learning in the plus maze requires using current outcomes to
make future choices, for example, by associated reward location
in one trial with goal prediction in the next trial. If reward
location signals conveyed from CA1 to mPFC support these
associations, then CA1 activity in the goal arm of one trial
should modulate mPFC activity in the start arm of subse-
quent trials. If CA1 modulation of mPFC is important for
learning, then its magnitude should predict learning rate.
Changes in CA1 retrospective decoding predicted changes
in mPFC prospective decoding, and the Granger value pre-
dicted learning speed (correlation of mean Granger value
and learning rate, CA1 retrospective!mPFC prospective
decoding, R2 = 0.69, p = 0.028; Fig. 3I, green line). Faster
learning occurred when CA1 representations of places past
predicted subsequent mPFC representations of future goals.
In contrast, CA1 prospective decoding changes did not reli-
ably predict changes in mPFC retrospective decoding (Fig.
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3E, orange bar), and Granger values did not predict learn-
ing (correlation of mean Granger value and learning rate,
CA1 prospective!mPFC retrospective, R2 = 0.25, p = 0.19; Fig.
3I, orange line). In other words, CA1 representations of recent
start locations predicted subsequent mPFC representations of
future goals, but CA1 representations of future goals did not pre-
dict subsequent mPFC representations of recent starts (Fig. 3E,
green vs orange bars). mPFC retrospective decoding did not

predict CA1 prospective decoding (Fig. 3F, green bar), nor did
its magnitude predict learning rate (mPFC retrospective!CA1
prospective decoding, R2 = 0.16, p = 0.12; Fig. 3J). Although
mPFC prospective decoding did not reliably predict changes in
CA1 retrospective decoding (Fig. 3F, orange bar), the Granger mag-
nitude inversely predicted learning rate (mPFC prospective!CA1
retrospective decoding, R2 = 0.63, p , 0.05; Fig. 3J, orange line).
Learning was impaired to the extent that mPFC representations of

Figure 3. Bidirectional CA1-mPFC prospective and retrospective decoding interactions are correlated with learning, intrastructure interactions are not correlated with learning. A,
Frontotemporal interaction schematics, CA1!mPFC. B, mPFC!CA1. Each type of frontotemporal decoding interaction is shown by a colored line; arrows (!) indicate the direction of infor-
mation flow; blue, ProspectivefiProspective; orange, ProspectivefiRetrospective; green, RetrospectivefiRetrospective; red, RetrospectivefiProspective. C, D, Within-region interaction sche-
matics, C, within CA1. D, Within mPFC. Each type of decoding interaction within a structure is shown by a colored line; orange, Prospective!Retrospective; green,
Retrospective!Prospective. E, CA1 prospective decoding modulated mPFC prospective, but not retrospective, decoding (CA1Pro!mPFCPro, Granger value = 3.38%, p , 0.05;
CA1Pro!mPFCRet, Granger value = 0.85%, p . 0.05). CA1 retrospective decoding modulated both retrospective and prospective decoding by mPFC (Granger values, CA1Ret!mPFCPro =
3.16%, p , 0.05; CA1Ret!mPFCRet = 7.07%, p , 0.05). F, mPFC prospective decoding modulated prospective, but not retrospective decoding by CA1 (Granger values, mPFCPro!CA1Pro =
6.55%, p , 0.05; mPFCPro!CA1Ret = 2.04%, p . 0.05). mPFC retrospective decoding did not influence current CA1 prospective decoding (mPFCRet!CA1Pro = 3.40%, p . 0.05) but did
modulate CA1 retrospective decoding (mPFCRet!CA1Ret = 5.83%, p, 0.01). G, CA1 prospective and retrospective decoding modulated one another (CA1Pro!CA1Ret, Granger value = 6.13%;
CA1Ret!CA1Pro, Granger value = 6.66%, p , 0.05). H, mPFC prospective and retrospective decoding modulated one another (mPFCPro!mPFCRet, Granger value = 5.74%;
mPFCRet!mPFCPro, Granger value = 6.79%, p, 0.05). I, CA1 modulation of mPFC decoding predicted learning speed in three of four frontotemporal decoding interactions. The magnitude of
modulation of CA1 retrospective decoding of mPFC prospective and retrospective decoding predicted learning speed (linear regression of decoding modulation times proportion contingency
block complete before criterion, CA1Ret!mPFCPro, R

2 = 0.69, p, 0.05; CA1Ret!mPFCRet, R
2 = 0.75, p, 0.05). Modulation of CA1 prospective decoding of mPFC retrospective decoding did

not vary with learning speed (CA1Pro!mPFCRet, R
2 = 0.25, p . 0.05), but modulation of CA1 prospective decoding of mPFC prospective decoding did (CA1Pro!mPFCPro, R

2 = 0.72, p ,
0.05). J, mPFC prospective and retrospective decoding modulated CA1 prospective decoding and predicted learning speed (mPFCPro!CA1Pro, R

2 = 0.81, p , 0.05; mPFCPro!CA1Ret, R
2 =

0.63, p, 0.05). mPFC modulation of retrospective decoding of CA1 predicted learning (mPFCRet!CA1Ret, R
2 = 0.74, p, 0.05), but mPFC’s modulation of CA1 prospective decoding did not

(mPFCRet!CA1Pro, R
2 = 0.16, p . 0.05). K, L, Learning speed was unrelated to prospective or retrospective decoding interactions within CA1 (K, CA1Pro!CA1Ret, R

2 = 0.03, p . 0.05;
CA1Ret!CA1Pro, R

2 , 0.01, p. 0.05) or mPFC (L, mPFCPro!mPFCRet, R
2 , 0.01, p. 0.05; mPFCRet!mPFCPro, R

2 = 0.02, p. 0.05). Bar colors in E–H represent the direction of fronto-
temporal (E, F) or intrastructure (G, H) decoding interactions, blue, Prospective (Pro)!Prospective; orange, Prospective!Retrospective (Ret); green, Retrospective!Prospective; red,
Retrospective!Retrospective. Bar heights show the obtained Granger value, black lines represent the upper bound of the 95% confidence interval of the null distribution of Granger values
obtained permutations; *p, 0.05. I–L, Individual crosses show the Granger values of single sessions, dashed lines show linear regression lines, and line colors indicate the four interactions as
in E–H.
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future goals modulated subsequent CA1 representations of recent
starts.

Discussion
CA1 and mPFC neuronal ensembles were recorded as rats per-
formed a spatial memory task in a plus maze that requires both
structures. Ensemble activity in each structure predicted pending
choices and signaled recent start locations. In both structures,
bidirectional associations between start and goal arm representa-
tions were decoded and accompanied by out-of-field spiking,
when units with place fields in a goal arm fired wile the rat was
in the start arm and vice versa. Activity in each structure modu-
lated the other, and the interactions affected learning rate.
Across successive trials, faster learning was predicted by mPFC
modulation of CA1 in the start arm, and by CA1 activity in the
goal arm that modulated mPFC at the start of subsequent trials.
Learning was impaired, however, by mPFC start arm activity
that modulated CA1 goal arm activity.

The results replicate and extend previous findings on bidirec-
tional frontotemporal interactions that guide flexible cognition.
Before the choice point, both structures tracked reversal learning,
and mPFC signals improved subsequent goal prediction by CA1
(Guise and Shapiro, 2017). The results described here show both
structures also track learning after the choice point, when CA1
signals improve subsequent goal prediction by mPFC. Together,
the results suggest how bidirectional and temporally ordered
frontotemporal interactions could guide decision-making. After
a rat chooses a goal, HPC representations of the behavioral epi-
sode are conveyed to the mPFC, which integrates paths to the
same goal into representations of abstract rules or goals. At the
start of the next trial, mPFC signals activate HPC representations
of the appropriate goal-directed episode.

Different forms of augmented population vectors contain
similar information
The different analyses used slightly different methods to quantify
unit interactions within PVs. The SVM models relied on kernel-
expanded population vectors, whereas the Bayesian modeling
used population vectors augmented with pairwise cross-correla-
tions between unit spike trains. As described in the results, the
same general pattern was obtained with both methods, suggest-
ing that interactions between units contribute to robust CA1 and
mPFC population-level coding.

Goal arm ensembles track reversal learning
CA1 and mPFC ensemble dynamics signaled overlapping but
distinct task features. Although activity in each structure discri-
minated past, present, and future task epochs, both SVM and in-
formation analyses found CA1 PVs recorded in the goal arm
discriminated starting locations more accurately than mPFC
(Fig. 1). Whereas CA1 distinguished the full temporal extent of
behavioral episodes, mPFC grouped spatially and temporally
separate paths to the same goal.

Nonlocal representations did not emphasize differential
single-unit firing
Individual CA1 and mPFC ensembles represented the future
goal and past start of single trials decoded from 33ms PVs. The
present analyses averaged activity across the entire start arm
(prospective) or goal arm (retrospective) PVs and therefore
excluded path selective firing within arms. Hence, a unit firing at
the beginning of a start arm for East-going trials and at the end

of the start arm onWest-going trials would not contribute to our
measure of prospective decoding. The new results show CA1
PVs represent past and future locations framed by task structure,
discriminating the starts and goals of specific paths.

Past and future locations are represented by delocalized
spiking at gamma time scales
Prospective and retrospective decoding was supported by out-of-
field spiking (Fig. 2). As rats began paths in the start arm, pro-
spective decoding occurred as units with primary fields in the
goal arm fired. At the end of paths, retrospective decoding
occurred as units with primary fields in the start arm fired.
Prospective and retrospective decoding accuracy corresponded
with the primary fields of nonlocal spikes, and in both brain
structures, ;75% of nonlocal spikes occurred in the maze arms
occupied during the trial.

Prospective and retrospective decoding interact within
circuits
Plasticity coordinated by delocalized spiking could associate the
start and goal of paths by linking prospective and retrospective
decoding in each circuit. Prospective and retrospective decoding
dynamics predicted one another across trials within CA1 and
mPFC ensembles (Fig. 3G,H). If these within-circuit associations
were sufficient for learning, then prediction magnitude should
vary with learning speed, but it did not (Fig. 3K,L). Rather, learn-
ing speed varied with the magnitude of cross-circuit CA1–mPFC
decoding interactions. Inactivating or disrupting synaptic plastic-
ity within local circuits impairs learning (Avigan et al., 2020),
suggesting within-circuit decoding dynamics are likely necessary
for learning. The present results cannot determine the contribu-
tion of within-structure dynamics to learning, for example, as
prerequisites for frontotemporal interactions, discussed next.

Bidirectional frontotemporal interactions predict learning
rate
Specific interactions between mPFC and CA1 within and
between task epochs either improved or impaired learning. In
the start arm, the magnitude of mPFC modulation of CA1 pro-
spective coding predicted faster subsequent learning (Guise and
Shapiro, 2017). mPFC modulation of CA1 prospective decoding
also predicted faster learning here (Fig. 3F,J). In contrast, mPFC
activity in the start arm slowed learning to the extent that it
modulated CA1 retrospective decoding (Fig. 3J). mPFC signals
may therefore reduce or increase proactive interference, depend-
ing on their effects on CA1. mPFC signals that generalize the two
start arms and reduce CA1 retrospective decoding in the goal
arm could interfere with path discrimination. In contrast, the
magnitude of activity of CA1 goal armmodulation of mPFC pre-
dicted faster learning (Fig. 3E,I) perhaps by allowing the mPFC
to integrate the different paths to a common goal.

CA1-mPFC decoding interactions quantified here by Granger
analyses measured activity changes in trial sequences with single
trials based on;500ms PVs separated by;10 s, a time scale too
coarse to assess subsecond mechanisms of neuronal transmission
and plasticity. The statistical prediction could therefore arise
from many causal mechanisms, including polysynaptic recurrent
signals among extended circuits. However, we observed decod-
ing in gamma-scale intervals that could coordinate spike timing,
engage synaptic transmission and plasticity mechanisms, and
support activity patterns that link the start and goal of paths
within and between mPFC and CA1 circuits.
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Such mechanisms could be engaged after goal choice and
before the rat consumes reward, the epoch analyzed here, during
reward consumption, or both. Reward consumption triggers
reverse replay, sequential reactivation of representations of a
path from its end in the current goal back to its start (Foster and
Wilson, 2006) during HPC sharp wave-ripples (Ramadan et al.,
2009; Buzsáki, 2015; Joo and Frank, 2018). Retrospective decod-
ing before consummatory behavior, nonlocalized representations
of the starting location while a rodent is in the goal as described
here, could initiate synaptic events (Buzsáki, 1989) for replay
triggered by subsequent reward. Such a replay could allow
reward history to strengthen CA1 retrospective decoding thereby
strengthening mPFC prospective codes in subsequent trials.
Forward replay, the sequential activity of units with place fields
in trajectories from current locations to potential goals (Pfeiffer
and Foster, 2013), may play an analogous role in prospective
decoding, nonlocalized representation of the goal while the rat is
in the start arm. Forward replay that could strengthen sequential
associations between start and goal representations in CA1 and
mPFC and support prospective decoding (Pfeiffer and Foster,
2013), consistent with mPFC modulation of CA1 prospective
decoding that predicts faster learning (Guise and Shapiro, 2017).

The spatial memory task requires several cognitive processes
to perform accurately. Although the start arms can be discrimi-
nated from environmental cues (Lennartz, 2008; Knierim and
Hamilton, 2011), choosing the correct goal requires memory of
recent outcomes (Ferbinteanu and Shapiro, 2003). Remembering
these outcomes requires communication from CA1 to mPFC af-
ter choices. Selectively inactivating CA1 axons terminating on
mPFC neurons blocks spatial working memory only when the
inactivation occurs in the goal arm (Spellman et al., 2015).
Retrieving correct goals requires communication from mPFC to
CA1. Inactivating the nucleus reuniens (RE) of the thalamus
blocks CA1 prospective decoding (Ito et al., 2015). The RE has
reciprocal monosynaptic connections with both the HPC and
mPFC, and RE dysfunction impairs performance in tasks that
require mPFC-CA1 interactions (Hembrook and Mair, 2011).
Inactivating the mPFC with muscimol impairs spatial reversal
learning and reduces CA1 prospective coding (Guise and
Shapiro, 2017).

Together with previous results, the present study suggests a
model for bidirectional mPFC–CA1 interactions that link past
and future choices as follows: (1) after a correct choice, CA1 ac-
tivity in the goal arm includes nonlocalized activity of cells with
fields in the recently exited start arm, (2) the decoding epochs
trigger reverse replay that consolidates memory for the path (Joo
and Frank, 2018) as CA1 firing sequences of CA1 units convey
spatiotemporal sequences of past and present locations to the
mPFC, and (3) paths sharing common goals are combined into
rules (Ito et al., 2015; Guise and Shapiro, 2017). On subsequent
trials, mPFC activity triggers CA1 prospective codes that predict
the rewarded goal before the rat exits the maze choice point
(Ferbinteanu and Shapiro, 2003; Guise and Shapiro, 2017).
Further investigation of replay during gamma oscillations and
sharp wave-ripples (Jadhav et al., 2012; Tang and Jadhav, 2019)
will help evaluate this model.
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