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Superimposition of average structures of CYP3A4 from GaMD simulations of the ligand-free 

CYP3A4 (tan), CYP3A4-Azimulin complex (blue), and CYP3A4-Ritonavir complex (pink) 

illustrating the differences in the packing of the F-helix and E-F loop against the E-helix. MD 

and H/DX mass spectrometry confirm regions uniquely or universally affected by various ligands.

Introduction

CYP3A4 is a major detoxification enzyme, transforming nearly half of small molecule drugs 

that undergo oxidative metabolism [1]. CYP3A4 also plays a major role in mediating drug-

drug interactions, and as a result, is a critical consideration in drug design and development. 

Despite the availability of various X-ray structures, it has been challenging to predict 

metabolism of drugs by CYP3A4 due to its extreme ligand promiscuity that may be affected 

by many factors including the oligomeric state of CYP3A4 [2], [3], the presence or absence 

of redox partners [4], membrane composition [5]–[7], and co-solvent conditions [8], [9]. 

Each of these factors also affects the well-established homotropic and heterotropic allosteric 

properties of CYP3A4 that are also promiscuous and enigmatic [10].

One frequently suggested mechanism by which proteins achieve substrate promiscuity is 

with their conformational ‘flexibility’ [11]. CYP3A4 has long been described as a flexible 

enzyme with a large hydrophobic active site that can accommodate multiple ligands and 

multiple ligand orientations [12]–[14]. Evidence for the flexibility of the enzyme primarily 

stems from crystal structures of CYP3A4 bound to various ligands showing large local 

deviations from the free structure that vary in direction and magnitude. The expanding 

collection of P450 crystal structures has revealed that significant local rearrangements in the 
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presence of ligands are not unique to CYP3A4, and P450s of varying substrate selectivity 

have been shown to adopt diverse conformations [15]–[19], prompting a need for a more 

rigorous assessment of the role of conformational flexibility in promiscuous interactions 

with ligands. Beyond static structures, our understanding of the dynamic properties of 

CYP3A4 has been obtained primarily from X-ray crystallography, computational, and 

spectroscopic studies with selected ligands and the range of ligand-dependent effects on 

the backbone dynamics is not established [20]–[29].

Previously, our laboratory has used hydrogen-deuterium exchange mass spectrometry 

(HDX-MS) to analyze dynamics of CYP3A4 incorporated in lipid nanodiscs with a type 

II inhibitor, ketoconazole, and a type I allosteric substrate, midazolam [22], [26]. HDX 

refers to the exchange reaction of backbone amide hydrogens with deuterium from solution. 

When coupled with sensitive detection methods such as NMR or MS, HDX reports on the 

accessibility of amide hydrogens and provides insights into the conformational dynamics of 

proteins in different states [30], [31]. Ketoconazole and midazolam had distinct effects on 

CYP3A4 dynamics and in both cases the HDX effects were globally distributed. Notably, 

some protein regions were affected by both ligands, whereas others were uniquely affected 

by either ketoconazole or midazolam. Based on the complex global responses, we postulated 

that some dynamic responses of CYP3A4 are essential for all ligand binding, while others 

are ligand dependent.

Here, we combine HDX-MS with Gaussian Accelerated Molecular Dynamics Simulations 

(GaMD) to report the effects of six ligands on the conformational dynamics of CYP3A4 

embedded in POPC lipid nanodiscs (NDs). Ligands were selected to represent a range of 

chemical structures and functions to reflect the vast pool of CYP3A4-ligand interactions, 

including ligands for which crystal structures are available for the bound complexes to 

compare with behavior in a membrane. The ligands studied were ritonavir (RIT), nifedipine 

(NIF), bromoergocriptine (BEC), miconazole (MIC), azamulin (AZA) and testosterone 

(TST) (Figure 1; Table 1). RIT is an HIV protease inhibitor and potent CYP3A4 inactivator 

[32–34]. NIF is a calcium channel blocker used as an antihypertensive drug that is also a 

marker substrate of CYP3A4 metabolism [35]. BEC is a dopamine receptor agonist that 

acts as substrate and inhibitor of CYP3A4 [36,37]. MIC is an azole antifungal drug and 

inhibitor [20]. AZA is a pleuromutilin antibiotic and suicide substrate of CYP3A4 that was 

discontinued after Phase I trials due to potent CYP3A inhibition [38,39]. Lastly, TST is a 

well-characterized marker substrate and allosteric effector of CYP3A4 [40,41]. With these 

ligands we performed a correlational analysis of HDX affects to screen for ligand-mediated 

correlated motions in CYP3A4. GaMD and principal component analyses were performed 

with RIT and AZA complexes only and compared to the ligand-free enzyme.

Methods

Materials and chemicals

Reagents were purchased from Sigma or Fisher unless otherwise stated. RIT and BEC were 

obtained from Apexbio and Santa Cruz, respectively. Deuterium oxide “100%” was obtained 

from Cambridge Isotope Laboratories. Solvents for LC-MS/MS were Optima LC/MS grade, 

other water used was from a Barnstead nanopure UV dispenser.
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CYP3A4 and MSP1D1 expression and purification

Recombinant CYP3A4 and MSP1D1(−) were expressed and purified as previously 

described [22], [42–45]. E. coli C41(DE3) cells were transformed with a pCWori+ vector 

encoding genes for the Nf14 CYP3A4 construct and ampicillin resistance. The Nf14 

construct has a N-terminal Δ3–11 deletion and a C-terminal 5xHis tag [46]. Following 

expression, cells were centrifuged at 6,650 × g at 4°C for 30 min, and pellets were stored 

at −80°C until purification. The purification steps were carried out in the dark at 0–4°C 

with pH 7.4 buffers. β-Mercaptoethanol (βME), TST, and non-ionic detergents were added 

immediately before use. Cell pellets were gently resuspended in lysis buffer (20 % (v/v) 

glycerol, 100 mM KPi, 10 mM βME, 100 μM TST, 3% (v/v) Emulgen 913, 20 mM 

imidazole) supplemented with 2 mg/ml lysozyme, 10 μl/ml protease inhibitor cocktail for 

His-tagged proteins and 0.1 μl/ml benzonase nuclease. Resuspended cells were stirred for 

1 hr, passed twice through a handheld Potter-Elvehjem homogenizer, and stirred for an 

additional 4 hrs. After ultracentrifugation at 100,000 × g for 1 hr, the supernatant was loaded 

overnight onto a ~30 ml His60 Ni Superflow (Clontech) column pre-equilibrated with wash 

buffer 1. Following washing with 8–10 column volumes (CVs) of wash 1 (20% glycerol 

(v/v), 50 mM KPi, 2 mM βME, 50 μM TST, 0.2%(v/v) Anapoe C12E10, 300 mM KCl, 20 

mM imidazole [IMZ]), 8–10 CVs of wash 2 (20% (v/v) glycerol, 50 mM KPi, 2 mM βME, 

50 μM TST, 0.1% (w/v) sodium cholate, 300 mM KCl, 20 mM IMZ, 100 mM glycine), 

and 20 CVs of wash 3 (20% glycerol, 50 mM KPi, 2 mM βME, 50 μM TST, 0.1% (w/v) 

sodium cholate, 40 mM IMZ), CYP3A4 fractions were eluted with a linear IMZ gradient 

(20% glycerol, 25 mM KPi, 2 mM βME, 50 μM TST, 0.1% sodium cholate, 50–500 mM 

IMZ). Red fractions were diluted 1:1 with a cold solution of 20% glycerol and 0.1% cholate 

to lower the concentration of KPi before loading onto a ~25 ml hydroxyapatite (HA) column 

pre-equilibrated with 20% glycerol, 10 mM KPi, 0.1% sodium cholate, and 2 mM βME. 

After washing the HA column with 20 CVs of 20% glycerol, 25 mM KPi, and 2 mM 

βME, CYP3A4 fractions were eluted with 20% glycerol, 400 mM KPi, and 2 mM βME. 

Fractions were analyzed via SDS-PAGE, pooled accordingly, and dialyzed into CYP3A4 

storage buffer (100 mM KPi, 20% glycerol, 0.5 mM tris-carboxyethylphosphine (TCEP), 

1 mM EDTA). The protein concentration was determined by measuring the difference 

in absorbance between the CO-bound ferrous (reduced) CYP3A4 and unbound ferrous 

CYP3A4 as follows: ΔAbs (450 nm – 490 nm) of Fe2+:CO – ΔAbs (450 nm – 490 nm) of Fe2+ = 

Δε450 nm – 490 nm *b*c, where ε450 nm – 490 nm = 91 mM−1 cm−1 [47]. No P420 was detected 

based on the absorbance at 420 nm.

E. coli BL21-Gold (DE3) cells were transformed with a pET vector encoding genes for 

MSP1D1 and kanamycin resistance. Cells were harvested at 6,650 × g at 4 °C for 15 

min. Purification steps were carried out at 4°C. Cell pellets were resuspended in lysis 

buffer (20 mM KPi, pH 7.4, 1% Triton X-100) supplemented with 2 mg/ml lysozyme, 

10 μl/ml protease inhibitor cocktail, 0.1 μl/ml benzonase nuclease, and lysed twice with a 

French Press. After ultracentrifugation for 45 min at 45,000 ×g, the supernatant was loaded 

overnight onto a ~25 ml His60 Superflow Ni column pre-equilibrated with wash buffer 1 

(40 mM Tris, pH 8.0, 300 mM NaCl, 1% Triton X-100). Following washing with 5–7 CVs 

of wash buffer 1, 5 CVs of wash buffer 2 (40 mM Tris, pH 8.0, 300 mM NaCl, 50 mM 

cholate, 20 mM IMZ), 5 CVs of wash buffer 3 (40 mM Tris, pH 8.0, 300 mM NaCl, 50 
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mM IMZ), MSP1D1 was eluted with a linear IMZ gradient (40 mM Tris, pH 7.4, 300 

mM NaCl, 40–400 mM IMZ). MSP1D1 containing fractions were pooled, concentrated, and 

dialyzed into MSP1D1 storage buffer (20 mM Tris, pH 7.4, 100 mM NaCl, 0.5 mM EDTA). 

The MSP1D1 concentration was spectrally determined using the extinction coefficient of 21 

mM−1 cm−1 [45].

The His tag of MSP1D1 was cleaved to yield MSP1D1(−) as previously described [26, 29]. 

Following the cleavage reaction with Pro-TEV Plus Protease (Promega), the reaction mix 

was filtered through a 0.2 μm filter and buffer exchanged into column running buffer (40 

mM Tris, pH 8.0, 300 mM NaCl, 50 mM cholate), before loading onto a ~8 ml His60 

Superflow Ni column pre-equilibrated with running buffer, collecting the flowthrough. 

After washing with 3 CVs of running buffer, the combined flowthrough with MSP1D1 

(−) was buffer-exchanged into storage buffer (40 mM Tris, pH 8.0, 300 mM NaCl), 

concentrated to ~150 μM and stored at −80°C until ND preparation. The pure MSP1D1(−) 

was characterized via SDS-PAGE and the concentration was spectrally determined using the 

extinction coefficient of 18.2 mM−1 cm−1 [45].

Nanodisc preparation

CYP3A4-NDs containing POPC were prepared as previously described with few 

modifications [22], [26], [45]. Briefly, POPC powder (Avanti Polar Lipids) was dissolved in 

chloroform (~2 g/ml) and the concentration of phospholipids was determined by measuring 

the total phosphorous [45]. To make the lipid film, POPC chloroform stock was placed 

under a gentle N2 stream in a glass tube while twirling the tube at an angle until a thin layer 

of film was formed. The film was dried overnight in a vacuum desiccator to remove traces 

of chloroform and solubilized in cholate by intermittent sonicating, low heat, and vortexing, 

until the solution was clear. In the meantime, CYP3A4 was treated with 0.1 % Emulgen 

911, and left to nutate in the dark at RT for 1 hr, before exchanging into disc-forming 

buffer (DFB; 100 mM KPi, 50 mM NaCl, pH 7.4) supplemented with 0.1% Emulgen 911. 

To prepare the ND reaction mix, cholate-solubilized lipids, MSP1D1(−) and CYP3A4 were 

mixed in an empirically determined ratio (55:1:0.1). More cholate and DFB were added for 

a final 3:1 cholate: lipid ratio. The reaction mix was rotated at 4 °C for 1 hr and transferred 

to 2 × 10 ml capped centrifuge columns (Pierce) containing 1 g/ml pre-rinsed Amberlite 

XAD-2 beads to initiate the nanodisc assembly. The disc and beads mixtures were gently 

rotated at 4 °C for 6 hrs. To separate the NDs from the beads, the columns were uncapped 

and spun down at low speed inside 50 ml Falcon tubes. The beads were rinsed twice with 

DFB and the collected flowthrough containing the NDs was filtered with a 0.2 μm filter. 

To remove leftover detergents, NDs were dialyzed three times against 1 L of DFB with 2 

mM βME (2 × 1 hr, overnight) before loading onto a 5 ml His60 Ni Superflow column 

pre-equilibrated with DFB. After washing with 3–5 CVs of DFB and 3–5 CVs of DFB+20 

mM IMZ, red fractions were eluted with DFB+300 mM IMZ, and concentrated to 8–9 ml 

before injecting into a Superdex 200 10/300 GL column pre-equilibrated with DFB+2 mM 

βME for further purification by SEC. The pure fractions were combined, exchanged into 

DFB+10% glycerol, concentrated to ~10 μM and stored at −80°C. The concentration and 

P420 content were spectrally determined as described for CYP3A4. No P420 was detected.
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HDX sample preparation

HDX was performed as previously described [22], [48] with six ligands in two groups: (I) 

RIT, NIF, and BEC, and (II) MIC, AZA and TST. Ligand-free samples were included in 

each group. Free or bound CYP3A4-NDs were exchanged at 24°C for 30 s, 5 m, and 90 m 

in duplicate, in random order. Undeuterated control samples were prepared in deuterium-free 

buffer. Details of the HDX reactions are reported in SI Tables 1 and 2. To initiate the 

exchange reaction, a 10 μl aliquot of free or bound CYP3A4-NDs, pre-incubated at 24°C for 

30 min, was mixed with 90 μl of deuterated HDX buffer (50 mM HEPES, pH 7.0, 50 mM 

NaCl, 2 mM TCEP). The concentration of ligands and CYP3A4-NDs in the 100 μl HDX 

sample were ~20× their reported KD values (predicted bound fraction >90%) and 0.9 −1.2 

μM, respectively. Final deuterium content was 83.2%. The exchanged sample was quenched 

with 100 μl of ice-cold quench solution (1.2% formic acid and 0.4% TFA) and transferred 

to pre-rinsed immobilized pepsin beads (Pierce) on ice. To prepare the beads, a 200 μl 

aliquot of 1:1 pepsin slurry was spun at 14,000 ×g for 30 s in a chilled microcentrifuge. 

After discarding the liquid, 400 μl of 0.8% FA was added to the beads and the slurry was 

centrifuged for another 30 s. The supernatant was decanted, and the rinsed beads were 

returned on ice. 4.2 μl of 250 mM cholate in HDX buffer was added to the cap of the pepsin 

tube. The quenched sample was digested on ice for 5 min with rapid vortexing every 30 s. At 

4 min, 10 μl of 300 mg/ml ZrO2-coated silica resin beads in 0.8% FA was added to facilitate 

POPC removal. At 5 min, the mix was transferred to a 2 ml centrifuge tube filter (Corning, 

pore size 0.45 μm) and centrifuged at 14,000 ×g for 30 s. 200 μl of flowthrough was rapidly 

transferred, flash frozen in LN2, and stored at −80°C until MS analysis.

HDX Mass Spectrometry

Samples were thawed on ice for 5 min and at room temperature for 80–100 s before 

injecting into an in-house mobile LC system kept at 1°C [49]. Peptides were loaded onto 

a BEH Shield RP18 Vanguard trap column (Waters, 1.7 μm particle size, 2.1 × 5 mm) 

by flowing loading buffer (0.1% FA, 0.025% TFA in water) at 200 μl/min for 5 min and 

then separated on a Hypersil GOLD C18 column (1.9 μm particle size, 50 × 1.0 mm) at 40 

μl/min for 10 min using a 2–50% gradient of solvent B (A: 2% CH3CN, 0.1% FA, 0.025% 

TFA in water; B: 0.1% FA in CH3CN). To minimize carry-over, the syringe, LC lines, and 

columns were extensively washed as previously described [50]. C18-separated peptides were 

directed to a Waters Synapt G2-Si Q-TOF mass spectrometer with ion-mobility enabled for 

MS analysis. Source and StepWave ion guide settings were adjusted to minimize gas-phase 

deuterium loss [51]. A Thermo LTQ-Orbitrap (resolution 60,000) was used to analyze 

undeuterated samples by MS/MS.

HDX and correlation analysis

Peptide assignments were made using MSE data with PLGS Version 3 and MS/MS data with 

Protein Prospector [22] from undeuterated samples. Retention and drift times were identified 

with Drift Scope 2.0. HX-Express v2 was used to analyze and summarize deuterium 

uptake of peptides by binomial fitting of the raw spectra [51]. Multiple charge states and 

overlapping peptides were analyzed and manually curated to exclude noisy or hard to 

separate peptides. ΔHDX values were calculated by subtracting the deuterium uptake of 
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peptides in the free state from the bound state. Fully deuterated samples were not obtained 

due to the primary goal of the study being to compare different bound states of CYP3A4. A 

statistical threshold for a significant difference in HDX between two states was calculated in 

the form of a 95% confidence interval (CI) based on the average standard deviation [52].

Heatmap of correlation matrix of the sum ΔHDX for peptides in different bound states 

was generated in GraphPad Prism 9 using the correlation matrix analysis tool to compute 

Pearson correlation coefficients. Two-tailed p values were used to assess confidence. A 

Bonferroni correction was used to correct the standard p value of 0.05 to account for 

multiple comparisons (0.05/number of pairwise comparisons). Peptides that were not 

significantly affected according to the significance thresholds established in the HDX 

analysis were excluded to avoid false positives. The chiclet plot was manually constructed in 

PowerPoint (2021). Protein structures were generated in PyMOL 2.5.

Molecular Dynamics Simulations

Crystal structures of ligand-free CYP3A4 (PDB ID: 1TQN) [13] as well as those bound 

to RIT (PDB ID: 3NXU) [37], and AZA (PDB ID:6OOA) [42] were used as the initial 

structures for MD simulations. To match the CYP3A4 sequence in the simulations to that of 

the protein used in HDX-MS measurements, the truncated N-terminus of the Nf14 construct 

and C-terminal His-tag were appended to each structure. Internal stretches of amino acids 

missing from the structures were added with Modeller [53]. The initial orientations of 

CYP3A4 in the membranes were estimated using the Positioning of Proteins in Membranes 

(PPM) web server [54]. CYP3A4 and ligand complexes were then inserted into a 120 Å × 

120 Å POPC bilayer, solvated with TIP3P water, and 0.15 M NaCl was added to ensure 

electrical neutrality using CHARMM-GUI[55]. The initial height of the periodic systems 

was approximately 140 Å. The components of each simulation are listed in Supporting Table 

S1. All MD simulations were performed using NAMD 2.14 [56] and the CHARMM36 [57] 

force field for all components except the ligands, which were described by the CGenFF 

[58]. NBFIX parameters were applied to describe interactions between Na+ ions and amino 

acid carboxylates. Parameters for histidine imidazole ligation to heme were mapped onto 

the thiazole-heme interaction to describe cooridination of this ligand to the heme. These 

parameters are summarized in Table S2. All simulations were performed in the NPT 

ensemble at 298.15 K using periodic boundary conditions with flexible cell dimensions 

and constant area for the membrane bilayer. Langevin dynamics were used for constant 

temperature constant temperature control, using a damping coefficient of 0.5 ps−1. Constant 

pressure control was achieved using the Nose’-Hoover Langevin piston method [59], [60] 

with a target pressure of 1.01325 bar,a barostat oscillation time scale of 50 fs, and a barostat 

damping time scale of 25 fs. A 12 Å cut off was used for both electrostatic and van der 

Waals calculations. Bonds to hydrogen were restrained with the ShakeH algorithm and a 2 

fs time step was used. All systems were initially minimized for 10,000 steps and followed 

by a 4 ns equilibration of the lipids, water, and ions with the coordinates of the protein and 

ligands frozen. This was followed by a subsequent 4 ns equilibration of the entire system 

with the protein Cɑ atoms restrained to their initial positions by a harmonic constraint 

of 5 kcal mol−1 Å−2. After completion of the preparative simulations, the systems were 

equilibrated for an additional 100 ns. Finally, a 50 ns simulation was performed to collect 
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the potential statistics (Vmin, Vmax, Vavg, and σV) necessary to calculate the boost potential 

for Gaussian-accelerated molecular dynamics (GaMD) simulations [61], [62]. The endpoint 

of each preparatory GaMD simulation was used to successively run four simulations with 

durations of 0.43 μs, 0.40 μs, and 0.42 μs for the ligand-free enzyme, for the complex with 

AZA, and for the complex with RIT, respectively, with independently randomized velocities 

at 298.15 K. GaMD simulations were performed in “dual-boost” mode, meaning that boost 

potentials were added to both the dihedral and total system potential energies by setting the 

reference energy to the lower bound, E = Vmax. The upper limit for the dihedral and total 

boost potential energies was set to 6 kcal mol−1 (~10kBT). Trajectory frames were saved 

every ns, although the initial ~100 ns of each of the four GaMD runs was excluded from the 

analyses.

Principal component analyses (PCA) were performed on trajectories reduced to their 

backbone C, O, N and Cɑ atoms with MATLAB R2022a by eigenvalue decomposition. 

To avoid skewing the characteristics of the lowest modes with the extensive fluctuations 

of the N- and C-termini, including the histidine tag, analyses were restricted to folded 

protein core including residues 32 to 496. Rotational and translational degrees of freedom 

were removed by superimposing trajectory snapshots and minimizing the root mean square 

deviation between atomic positions compared to an average structure using MDToolbox 

[63]. So-called temperature factors (Bi) for the ith normal mode were calculated using 

Bi = 8π
3 XiW i where Xi and Wi are the normal modes (eigenvectors) and the square roots 

of the variances (eigenvalues) derived from PCA, respectively. Fluctuations associated with 

each normal mode were illustrated by propagating the atomic coordinates of the average 

structures by csinθ XiWi over [0,2π] in ten equally spaced increments. c is a scaling factor 

to aid visualization.

Ensemble averaged solvent accessible surface areas for backbone N-H atoms were 

calculated using FreeSASA [64] with the algorithm of Lee and Richards [65] and 

atomic radii from Tsai and coworkers using all protein, heme and ligand atoms from the 

concatenated GaMD trajectories [66].

Results

HDX-MS was performed with CYP3A4-NDs mixed with co-solvent or six ligands: RIT, 

BEC, NIF, MIC, AZA, and TST. The 30 s – 90 m HDX reaction time course was 

chosen based on previous work and preliminary data corrected for back-exchange of the 

deuterium label showing that HDX proceeds to >70% for most peptides within 90 m 

(unpublished). Relative deuterium uptake is reported for 65 peptides that cover 89.3% of 

the Δ(3–11)-CYP3A4 sequence or 79.4% of the backbone amide hydrogens. The first two 

residues of each peptide quickly back-exchange the deuterium label and are not detectable 

by HDX [67]. Uncovered regions include the N-anchor-A” loop and parts of the buried I and 

L-helices. The differences in the relative deuterium uptake of the bound and free states are 

summarized in Figure 2. Effects of ligands on CYP3A4 dynamics are globally distributed 

in the flexible connecting elements between the stretches of secondary structure. All the 

ligands affect the F-G, and to a lesser extent, the C-D and H-I-loop regions of the protein, 
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suggesting that backbone fluctuations in these regions play a key role in accommodating the 

different ligands as suggested in part by the static crystal structures.

CYP3A4 ligands increase dynamics of the F-helix

The most common ligand-induced change is an increase in HDX or deprotection in the 

E-F-F’ region (peptide 193–213) (Figures 2, 3). This peptide is part of the flexible F-G 

cassette and contains part of the F-F’ loop that, along with G-G’ loop, form the ‘lid’ of 

the active site and play a key role in accommodating diverse ligands in the binding pocket. 

The extent to which the F-helix peptide is affected by HDX is ligand-dependent, with 

AZA inducing the largest deprotection and RIT the smallest. In a recent HDX analysis by 

Ducharme et al of CYP3A4 in solution, the E-helix peptide 182–189 was one of the most 

protected peptides when CYP3A4 was bound to either CPR or ligands [23]. In the present 

work, the E-helix peptide undergoes very slow exchange until the 90 m time point (0.9 Da, 

Figure S1), whereas it appears to exchange faster in the Ducharme analysis (~1.5 Da). In a 

comparison of CYP3A4 in solution and in NDs, Treuheit et al reported that the exchange 

profiles were similar for most peptides, except for the E-F-G region which exchanged more 

slowly in the ND-embedded CYP3A4 than in solution [22]. Thus, the E-helix is likely in a 

different conformation when CYP3A4 is in a membrane environment. Interestingly, various 

naturally occurring single nucleotide polymorphisms are concentrated on the E-helix [68], 

[69] and it is known to adopt a different conformation in differentially expressed CYP3A4 

[70].

On the other hand, the C-terminal half of the G-helix (peptide 249–261) has decreased HDX 

or is protected with type II ligands RIT and MIC causing the largest protection, and AZA the 

smallest (Figures 2, 3). The G-helix was also strongly protected with ketoconazole, another 

type II ligand [22]. Exchange profiles from overlapping peptides 249–271 and 262–271 

(Figure S1) indicate that the difference in HDX is in the 251–263 portion of the G-helix 

since HDX of peptide 262–271 (G-H loop) is not significantly altered in the ligand-bound 

complexes.

Another commonly affected region is the C-terminal half of the C-helix (Figures 2,3). 

Overlapping peptides 126–133 and 126–137 (Figure S1) show that the reported HDX 

difference is mainly due to the 133–137 portion of the C-helix that connects to the 

neighboring D-helix. The N-terminal half of the C-helix (peptide 126–133) and the 

preceding B’-C loop (peptide 114–125) that makes contacts with ligands in the active 

site exchange deuterium poorly. The B’-C loop is also characterized by lower-than-average 

B-factors in the crystal structures (Figure S2). It is possible that the changes observed at the 

C-D region are propagated there via movements of the C-helix or B-C loop in the active site.

Lastly, the H-I loop region (peptide 275–292) is deprotected by all ligands in the early time 

points of the exchange reaction (Figures 2,3). The H-I loop is highly flexible and not fully 

resolved in any of the CYP3A4 crystal structures. It is likely that changes are propagated 

at this loop via the N-terminus of the I-helix which is known to ‘bend’ or locally distort in 

structures with different ligands.
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Except for the F-helix peptide that contains a portion of the F-F’ loop, the ligand-mediated 

HDX effects on CYP3A4 are not localized in the active site (Figure 3). Four of the five 

peptides commonly affected by ligands are in PR4 (as originally defined for the CYP2 

enzymes; residues 203–298 [71]. They all flank substrate recognition sites and have among 

the highest B-factors in available crystal structures (Figure S2). Several peptides in the B/C 

and F/G motifs contain gate-keeper residues that border multiple ingress/egress channels 

[72]. Though HDX does not capture pre-equilibrium events such as transient opening/

closing of substrate channels, structural plasticity of such elements may impact substrate 

selectivity and binding modes at equilibrium [20], [73]. Collectively, the results suggest that 

the F-helix, G-helix, H-I loop, and C-D region act as “adjustable straps” that tailor their 

conformation in response to disrupting events in the protein environment to maintain their 

relative packing.

Unique HDX effects are dominant in the ligand binding site.

Peptides that are significantly affected by only one of the ligands studied are typically 

located in the active site between the heme and membrane-interface (Figure 3), likely 

reflecting differences in the specific binding mode of each ligand. For instance, AZA causes 

the deprotection of several peptides spanning the F’-G’-G region (Figures 2, 3) as expected 

based on a crystallographic model that showed little deviation from the free state except 

for the disordering of the F’-helix due to a steric clash of AZA with the F-F’ loop [42]. 

Consequently, the F-F’ loop does not seal the active site and is exposed to the bulk solvent. 

Here, the F’-G’ motif is deprotected by AZA suggesting that the F’-helix is indeed partially 

disordered in near-native conditions.

Other uniquely affected peptides are found in the B-C loop that contains the long B-B’ loop, 

B’-helix and shorter B’-C loop. The region is part of PR2 [74] and contains the functionally 

important Ser119 residue which is known to make side chain-mediated contacts with ligands 

in the active site and helps dictate their final conformation in the bound complex [27], [75]. 

In CYP3A4, PR2 is not flexible and is characterized by medium-low B-factors in the crystal 

structures and medium-low exchange in our HDX analysis. Peptides 114–122 and 114–125 

that contain the B’-C loop exchange slowly for all the ligands but MIC. Additionally, 

the exchange profiles in the MIC-bound complex appear bimodal, indicating at least two 

conformations of the B’-C loop when MIC is bound. (Figure S3).

The longer B-B’ loop (peptide 103–113) is modestly protected from exchange with BEC 

(Figure 3). Despite its large size, BEC fits in the active site without significantly affecting 

the backbone configuration of CYP3A4. The crystal structure of the bound complex is 

almost identical to that of the free enzyme (Cɑ RMSD= 0.29 Å) [40]. Similarly, the HDX 

data show modest changes in the BEC complex. The protection of the B-B’ loop may 

be due to an orthosteric interaction with the indole end of BEC that extends towards the 

loop. It should be emphasized that the B-B’ loop readily exchanges deuterium, yet is 

minimally affected by most ligands, suggesting that the backbone of the B-B’ loop does not 

significantly change conformation in the presence of ligands.

Peptides 34–51 and 34–52 that contain the A”-A’ loop and part of the A’-helix are the only 

peptides that, depending on the ligand, are either protected (RIT, BEC), deprotected (AZA), 
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or not significantly affected (NIF, MIC and TST). (Figures 2,3). The loop is part of PR1 

which in CYP3A4 is not flexible [21] and is characterized by medium-low B-factors. In our 

HDX analysis the loop is dynamic and readily exchanges with deuterium. The dynamics of 

the loop are likely linked to the neighboring A’-A turn motif that contributes to contacts 

with larger ligands in the active site. In the case of AZA, where such contacts are absent 

as AZA points away from the A’-A turn in the crystal structure, the deprotection of A”-A’ 

loop may be due to the increased disorder and solvent exposure at the F’-G’ motif upon 

AZA binding as discussed above. Finally, MD simulations of full-length CYP3A4, place 

the A”-A’ loop in the membrane [76], [77]. It is therefore likely that the dynamics of this 

region are sensitive to the surrounding lipid environment and the partitioning of hydrophobic 

ligands between the membrane and protein domains.

Modest ligand-dependent differences are observed in the K-β1 loop (peptide 364–371), 

C-terminus loop (471–491) in the active site, the D-E region (peptides 138–151, 157–176), 

J-J’ loop (337–351), and proximal loop near the heme (429–444). The protection at the K-β1 

loop is likely due to orthosteric contacts with ligands in the active site. The HDX effect of 

ligands at this site is likely underestimated due to the 364–371 peptide exchanging poorly.

Correlated motions of the G-helix and C-D region.

To determine whether correlated motions are present in ligand-bound CYP3A4, we 

performed a correlation analysis of the sum of differences in deuterium uptake at 30 s, 

5 m, and 90 m for the peptides that were significantly affected by ligands. To avoid false 

positives, correlation factors for peptides that were affected by at least 5 ligands are reported. 

As expected, overlapping peptides (157–176 and 157–178, 190–213 and 193–213, 249–261 

and 249–271) showed the strongest correlation (Figure 4A). More interestingly, there is a 

strong correlation between non-overlapping peptides in the G-helix (peptide 249–261) and 

the C-D region (peptide 126–137) (Figure 4A–C). Despite being more than 13 Å apart, 

the strong protection at the G-helix correlates well with deprotection of the C-D region 

(R2=0.91, p = 0.0033). The ‘anti-correlation’ is most pronounced with type II ligands 

RIT and MIC, but other ligands including previously published ketoconazole [22] and 

midazolam [26] follow this trend. This anti-correlation indicates that the ligands that protect 

peptide 249–261 the most, do so at the expense of deprotection of peptide 126–137, and 

vice-versa.

Molecular dynamics simulations.—The ligand-free enzyme, AZA, and RIT complexes 

were selected for molecular dynamics (MD) simulations to guide interpretation of the 

observations made in the HDX-MS experiments. In addition to being representative type 

I and type-II ligands, AZA and RIT represent the extremes of deprotection and protection 

from HDX. MD simulations support that these ligands induce dramatic but distinct changes 

in the flexible regions of CYP3A4. Differences in the residue-wise root mean square 

fluctuations (RMSFs) (Figure S4) show that AZA induces large increases in protein 

mobility, most notably in the E-F loop, F-F’, and G’ regions. In the case of RIT, the 

increases in mobility are largely restricted to the H-I, K-K’, and K”-L regions, with apparent 

suppression of motion in the G-H loop. While the RIT’s binding mode in the membrane 

associated CYP3A4 evaluated herein resembles that in the crystal structure, two binding 
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modes were observed for AZA in the simulations (Figure S5). Both maintain a similar 

positioning of the pleuromutilin core above the heme that is consistent with the crystal 

structure, although the orientation of the thioaminotriazole chain adopts two conformations. 

The minor binding mode (19% of trajectory) resembles that observed in the crystal structure 

with the thioaminotriazole group oriented toward the disordered F-F’ loop (residues 211–

217). The novel, predominant AZA binding mode (81% of trajectory) sandwiches the 

thioaminotriaziole between the hairpin intervening between the β3 strands and the stretch of 

amino acids linking the K helix and the third strand of β1. This binding mode is apparently 

stabilized by hydrogen bonds between the thioaminotriaziole group and the backbone of 

Ile369 and Leu483.

Features of the conformational changes that contribute significantly to protein function are 

captured by the lowest frequency normal modes. Perturbation of the vibrational manifold 

and the characteristics of the associated modes, such as by ligand binding, modulate protein 

function. To the extent that conformational fluctuations lead to variations in hydrogen 

bonding and/or solvent exposure of backbone amides, such motions are susceptible to 

interrogation by HDX-MS. Decomposition of an MD-derived conformational ensemble into 

a set of orthonormal modes by PCA highlights the most statistically-relevant large scale 

conformational changes from the ensemble, also known as the essential dynamics [78]. 

GaMD were used to generate four ~0.45 μs trajectories each for ligand-free as well as 

the AZA and RIT CYP3A4 complexes. Scree plots, illustrated in Figure S6, show the 

characteristic ‘kink’ at the fifth mode, representing 42%, 50%, and 54% of the total variance 

in the respective trajectories. Propagation of the GaMD-derived average structure along 

each of the first three modes of the ligand-free, AZ-, and RIT-CYP3A4 complexes are 

illustrated in Figure 5. Propagation along the fourth and fifth modes as well as composite 

of the first five modes are illustrated in Figure S7. The lowest frequency normal modes are 

dominated by motions of CYP3A4 flexible elements, although there are distinct differences 

between the three ligand bound states that parallel observations made in the HDX-MS 

measurements. Motion in the lowest frequency normal modes of ligand-free CYP3A4 are 

localized to regions of the protein observed to directly contact ligands, those putatively 

involved in harvesting ligands from the membrane [24], and regions distant from the active 

site but nevertheless expected to be flexible. ‘Temperature factors’ for ligand-free CYP3A4 

and differences between ligated and ligand-free CYP3A4 are illustrated in Figure 6. A 

direct correlation between the rate and extent of HDX and the calculated temperature 

factors should not be expected, as the former also depends on local sequence and solvent 

accessibility [30]. Nevertheless, as hypothesized many of the ligand-induced changes in 

collective motions correspond to their vulnerability to HDX.

In the ligand free enzyme, the lowest frequency modes involve motions of the entire F-G 

region as well as the intervening loops of the G-H, H-I, and K”-L helices, and the B-B’ 

loop, with the greatest temperature factors localized to the G-H and H-I regions. (Figures 

5A, 6A, and S7A). In the presence of AZA, the collective motions shift to include the E-F 

and F-F’ region (three lowest modes) as well as the H-I and K”-L loops (fourth and fifth 

modes). In the composite of these five modes, fluctuation of the E-F region predominates. 

Differences in the mode specific temperature factors derived from the AZA-bound and 

ligand-free CYP3A4 trajectories (Figure 6B) further highlight that collective motions of the 
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E-F region, F-G’, and G’-G regions are enhanced in the presence of AZA. These regions are 

also the most deprotected from HDX by the presence of AZA. There is also enhancement of 

the temperature factor of the A’ helix, for which deprotection was also observed at later time 

points. Both the G-H and H-I loops are disordered in the ligand-free and AZA-bound crystal 

structures of CYP3A4. Their collective motions were suppressed in the lowest frequency 

normal modes, although inspection of the residue-wise differences in the RMSFs show that 

the motions of both regions are somewhat enhanced overall, indicating that such motion 

is relegated to the higher frequency modes. Indeed, some deprotection of the H-I loop 

is observed, however the disorder and extensive solvent exposure of the G-H loop likely 

prevent observable differences in the G-H loop. Finally, AZA induces protection of the 

region linking the K helix and the third strand of β1. While this region does not contribute 

to the collective motions of the lowest frequency normal modes, it interacts directly with 

AZA’s aminothiotriazole in the dominant binding mode, thereby shielding it from solvent.

Relative to the ligand-free enzyme, RIT predominately activates fluctuations of the H-I 

and the K”-L loops. Accordingly, deprotection of the H-I region relative to the ligand free 

enzyme is observed in early time points. Due to its disorder and solvent exposure, the 

activation of the K”-L region does appear to confer additional deprotection to the K”-L 

region. RIT confers strong protection to the C-terminus of the G-helix. In agreement with 

the HDX measurements, fluctuations of G-helix are suppressed both in the low-frequency 

normal modes as well as in the residue-wise RMSF. We speculate that the RIT induced 

changes in the F-helix packing result in the observed protection of the E-helix from HDX. 

(Figure S7) As mentioned above, this is a secondary effect of RIT’s interactions in the 

active site, most notably its direct contact with the F’-helix. The protection conferred on the 

β3 hairpin cannot be explained by changes in the fluctuations; however, solvent accessible 

surface areas of the backbone N-H are increased (Figure S8) in the presence of RIT thereby 

making them vulnerable to HDX. Thus, for the different ligands there are varying levels 

of agreement between H/DX and normal mode effects. Together, these results lead to 

the likelihood that local SASA and H-bonding, as well as long range effects on tertiary 

packing of structural elements that dominate normal modes, all contribute to localized H/DX 

behavior.

Discussion

It is widely accepted that the conformational flexibility of CYP3A4 is important for 

its extreme ligand promiscuity, but detailed models for ligand-dependent dynamics in a 

membrane have until now been limited to MD simulations [5], [24]. Here, we performed 

HDX-MS on CYP3A4 in lipid NDs bound to six ligands to understand how the dynamics 

of the monomeric enzyme in a membrane bilayer respond upon binding diverse ligands. 

The results demonstrate that the most significant effects of ligands on CYP3A4 dynamics 

occur on the most flexible elements of the secondary structure that do not contact the 

ligands directly in the bound state. This suggests that CYP3A4 ligands differentially engage 

the flexible elements of the structure (C-D, E-F, G, H-I) via long-range communication 

pathways to be accommodated accordingly in the active site. Speculatively, this molecular 

mechanism is consistent with the widespread atypical kinetic of CYP3A4 often attributed 

to multiple ligands occupying effector and/or allosteric sites [79]–[81]. Beyond CYP3A4, 
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prospective key players that dictate P450 allosterism have been proposed with the majority 

of the functional residues residing in helices F,G, and I, the B’-C loop, and β4 sheet, though 

such residues were poorly conserved across P450 isoforms, alluding to the requirement for 

conformational flexibility [82].

Intriguingly, the HDX effect at the C-D region of CYP3A4, is most dominant for the type 

II ligands, RIT, and MIC. Deprotection of the C-helix was also observed for ketoconazole 

[22]. The HDX effects of the type II ligands at the C-D region may be functionally relevant 

as it has been suggested that the C-D loop contributes to the binding interface with redox 

partner CPR for some P450 enzymes. Based on NMR of a complex of flCYP2B4 with the 

flavin-binding domain of CPR in peptide 4F-lipid DMPC NDs, and previous site-directed 

mutagenesis, Prade et al reported that most of the binding surface of flCYP2B4 with the 

FMN domain of CPR consists of residues R133, F135, M137, and K139 in the C-D loop, 

along with other residues in the proximal loop near the heme [83]. More broadly, helices C 

and D have been shown to play a role in the docking of electron donors including Cyt b5 

to mammalian P450s [84]. The binding interaction with CPR has been studied for several 

mammalian P450s including CYP2B4 [83], [85], [86], and CYP2B6 [87], the specific 3A4 

residues that interact with CPR have not been identified. The HDX effects at the C-D region 

suggest ligand-mediated modulation of dynamics at a potential interface with redox partner, 

CPR [88]. Although we have not measured HDX on the CYP3A4:CYPR complex, this C-D 

region of CYP3A4 would be expected to undergo a decrease in dynamics which would be 

expected to have a ‘protective’ effect on HDX. That is, the expected effects of CYPR are 

opposite to the observed effects of type II ligands. This would lead to a ligand-induced 

decrease in affinity for CYPR and a CYPR-dependent decrease in affinity for type II ligands, 

though this has yet to be experimentally validated.

While Type II ligands behave similarly, the overall HDX effects do not cleanly partition into 

type I or type II ligand responses. For instance, the HDX profile of TST (type I) is more 

like MIC (type II) than AZA or NIF (type I). In the HDX analysis of CYP3A4 in solution 

by Ducharme et al, TST had no apparent effect on the G-helix and caused protection of the 

F- (193–213) and F’-helices (221–226) [23]. Additional protective effects were observed at 

the B’-C loop (114–122), E-helix (182–189) and loop connecting to β1–4 strand (389–396). 

In the present work, the latter peptides exchange deuterium more slowly with ND-embedded 

CYP3A4 and appear unaffected by ligands. The faster exchange in solution indicates that 

CYP3A4 is more dynamic when removed from a membrane environment. This observation 

indirectly supports the gain in stability that occurs when CYP3A4 is embedded in lipid NDs 

[89]. Thus, the discrepancies in the HDX results of TST-bound CYP3A4 in solution and 

in NDs highlight the role of the lipid environment in the dynamic behavior of CYP3A4 

and interactions with ligands. Lastly, several peptides in the Ducharme et al analysis appear 

bimodal, indicating greater population heterogeneity of CYP3A4 in solution, as previously 

observed [28].

It is notable that the HDX effects observed here are a mixture of deprotective and protective 

effects, with some ligands such as AZA and NIF causing almost exclusively deprotective 

effects. An increase in HDX relative to the free state was also the most dominant effect on 

CYP3A4 dynamics with midazolam [26]. Importantly, the observed increase in dynamics is 
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not unique to allosteric ligands such as midazolam and TST, but appears characteristic of 

CYP3A4 interactions with all ligands. This behavior is counterintuitive to the decrease in 

HDX typically observed when a ligand makes stabilizing contacts with the protein backbone 

[30], [90], and represents a stark contrast to the sharp decrease in HDX observed with 

androgen-specific cytochrome P450s [50], [91]. The native ligand androstenedione has a 

clear stabilizing effect on dynamics of ND-embedded aromatase (CYP19A1) that is most 

pronounced at the active site, access channel, and membrane interface [50]. A similar 

suppression of HDX with a preferred ligand has been reported for steroidogenic P450, 

CYP46A1, where the native ligand cholesterol suppresses HDX globally upon binding [91]. 

Thus, the modest and mixed effects of diverse ligands on the dynamics of CYP3A4 likely 

reflect the promiscuous behavior of the enzyme and its lack of preference toward any ligand.

These studies focus on dynamics of CYP3A4 for the ensemble of ligand-bound states and 

do not explicitly report on mechanisms by which ligands reach their final bound states. The 

studies were aimed to understand the equilibrium response of CYP3A4 to a wide range of 

structurally unrelated ligands in order to understand it’s promiscuity. It is striking, however, 

that there is significant overlap in some regions that exhibit altered dynamics in the bound 

state and regions expected to provide channels for or barriers to ligand binding, including 

B’, F, G, the B’/C loop and F/G loop [92, 93]. Promiscuity of bound states is reasonably 

expected to depend on promiscuity of the encounter complexes that lead to them.

The correspondence between domains most sensitive to HDX and those dominating the 

essential dynamics are encouraging despite several factors confounding direct comparison of 

the experiments and simulations. The rate and extent of HDX in proteins largely depends 

on the backbone solvent exposure, relative strengths of hydrogen bonds among secondary 

structures, and the local sequence environment. MD simulations based on fixed topology, 

non-polarizable force fields inform on temporal changes of the protein conformation, 

although hydrogen bond strengths and inferences about variations backbone amide pKas 

variation are far less reliable. Even with the application of accelerated sampling methods 

to MD for sampling rare events, the timescales interrogated by HDX and MD still differ 

by several orders of magnitude. Furthermore, backbone RMSD/F typically often used to 

quantitate and compare protein motion present in MD trajectories are contaminated by high 

frequency motions that may distract from those most relevant to protein function. Filtration 

of high frequency motions by PCA reveals the lowest frequency eigenmodes to reveal the 

dynamics most essential to the protein function. Such modes occupy the lowest positions 

in the vibrational manifold because they involve large scale motions with the greatest mass 

displacements. Accordingly, their low frequencies afford the longest lifetimes to exchange 

competent conformations for HDX. In view of the aforementioned confounding factors, 

direct correlation between the normal mode-derived temperature factors and changes in 

HDX should not be expected. However, correspondence between those regions experiencing 

the greatest ligand-induced changes in HDX with those domains contributing to the essential 

dynamics support that HDX is indeed reporting on the most relevant functional dynamics of 

CYP3A4 and supports the notion that these motions are differentially perturbed by diverse 

ligands including increased motion far from the active site.
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Abbreviations:

ACN acetonitrile

ANF α-naphthoflavone

AZA azamulin

BEC bromoergocriptine

CPR cytochrome P450 reductase

CO carbon monoxide

CV column volume

CYP cytochrome P450

CYP3A4 cytochrome P450 3A4

DFB disc forming buffer

DMPC 1,2-Dimyristoyl-sn-glycero-3-phosphocholine

DT drift time

ERY erythromycin

FA formic acid

FBD flavin binding domain

GaMD Gaussian accelerated molecular dynamics

HA hydroxyapatite

HDX-MS hydrogen deuterium exchange mass spectrometry

IMZ imidazole

KPi potassium phosphate

MIC miconazole

MDZ midazolam
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MSP1D1 membrane scaffold protein 1D1

ND nanodisc

NIF nifedipine

PCA principal component analyses

POPC phosphatidylcholine

PR plastic region

RIT ritonavir

RT retention tim

SRS Substrate recognition site

TFA trifluoroacetic acid

TST testosterone
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HIGHLIGHTS

• CYP3A4 is a highly promiscuous detoxication enzyme.

• H/DX MS reveals CYP3A4 ligands cause globally distributed changes in 

dynamics.

• Results are supported by MD simulations and principle component analysis.

• Ligands induce an increase in local dynamics far from the binding site.
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Figure 1. 
Structures of CYP3A4 ligands analyzed by HDX-MS.
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Figure 2. Chiclet plot of HDX differences between the bound and free states.
Location of the peptides that display a significant difference in HDX is shown onto the 

primary CYP3A4 sequence on the left. The beta sheets are shaded gray.
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Figure 3. Common vs. unique HDX effects.
A. ΔHDX plots of peptides affected by at least five ligands (in bold), or one ligand. B. 

Peptides in A mapped onto the crystal structure of CYP3A4 (PDB: 1TQN) represented as 

a pale-yellow surface and partially visible cartoon. BEC, RIT and AZA are represented as 

a mesh surface in the active site in dark green, purple and orange, respectively. Uncovered 

regions are shaded gray. Commonly affected peptides (left) are shaded in red if deprotected 

and in blue if protected. Peptide 34–52 is in magenta as it is protected for some ligands and 

deprotected with others. Uniquely affected peptides (right) are shaded according to the color 

scheme used for each ligand in A.
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Figure 4. Dynamics of the G-helix are correlated to the C-D region.
A. Correlation matrix heatmap of sum ΔHDX at 30 s, 5 m, and 90 m for peptides that show 

a significant difference in HDX for at least five ligands. B. Peptides in A mapped onto the 

1TQN structure (yellow) in the same color representation as in Figure 3. Only parts of the 

structure are visible for clarity. The C-D region and G-helix peptides are highlighted with 

red and blue boxes, respectively. C) Correlation plot of the sum ΔHDX of the C-D region 

(peptide 126–137) against the sum ΔHDX of the G-helix (peptide 249–261). Dotted lines 

represent the 95% CI.
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Figure 5. 
Superimposed ribbon diagrams propagated along the first, second, and third normal modes 

of (A) ligand-free, (B) AZA-, and (C) RIT-bound CYP3A4. Structures are colored from blue 

to green to red based on the normalized temperature factor calculated as described in the 

Materials and Methods with c = 3.
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Figure 6. 
(A) Projection of the vector describing the fluctuations of an amino acid (ligand) during MD 

simulations on the vector described by the first five normal modes. (B) Temperature factors 

for AZA-bound CYP3A4 less those of the ligand free enzyme. (C) Temperature factors for 

RIT-bound CYP3A4 less those for the ligand free enzyme. Temperature factors associated 

with the first five normal modes are depicted as blue, orange, yellow, purple and green lines, 

respectively. The temperature factor associated with the composite fluctuations of the first 

five normal modes are illustrated with pale blue lines.
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Table 1.

Properties of CYP3A4 ligands analyzed by HDX-MS.

Ligand Type Affinity (μM) X-ray structure? Binding to CYP3A4

RIT II 0.85 Yes Complex: binding is stoichiometric, irreversible and biphasic. [37], [38]

NIF I 20* No Complex: multiple binder, substrate inhibition kinetics [39]

BEC I 0.45 Yes Single binder [40], [41]

MIC II 0.45 *† No Single binder? [41]

AZA I 1.7* Yes Single binder [42]

TST I 120† No Complex: multiple binder, allosteric [28]

Kd, Ks*, † CYP3A4 in ND.
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