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1. Introduction

The critical chain project management (CCPM) theory was proposed 

by Goldratt (1997), which combined the theory of constraints with 

project management. It is a major breakthrough in the field of 

project management after the network planning technology (Leach, 

1999; Ghoddousi et al., 2017). Goldratt (1997) pointed out that the 

critical chain was determined based on the logical relationship of 

activities and resource constraints. It can also be extended to project 

scheduling and multi-project management (Ordoñez et al., 2019; 

Peng et al., 2023). Based on CCPM, the safe time of activities is 

extracted and concentrated at the end of the project so that risk 

sharing is realized in the form of buffer (Zhao et al., 2020). Then the 

overall control of the project progress is carried out through the 

monitoring of the buffer (Apaolaza and Lizarralde, 2020). A high-

efficiency buffer monitoring method is the key to improve project 

performance. Therefore, buffer monitoring is a core issue in critical 

chain project management.

The buffer monitoring system controls the project progress by 

determining the monitoring time points, monitoring the project 

progress at the time points, and taking steps such as crashing to 

prevent the delay when there is a deviation (Hu et al., 2019; Liu et al., 

2021). Monitoring frequency, also known as the number of 

monitoring time points per unit time, measures the density of 

monitoring. Reasonable monitoring frequency provides the 

benchmark of effective monitoring (Kose et al., 2022). On the 

basis of the CCPM presented by Goldratt (1997), scholars have 

conducted further research on buffer monitoring methods 

(Yuan et al., 2003; Ghaffari and Emsley, 2015). But most of 

these studies use fixed monitoring time points and a single 

monitoring form, which is not conducive to the flexible control 

of project development trends (Zhang and Liang, 2018). In addition, 

the existing research mainly optimizes the setting of monitoring 

trigger points and the selection of buffer allocation from the 

perspective of dynamic monitoring (Xiao et al., 2021). Buffer 

allocation is to distribute the project buffer by stages or activities, so 

the project is monitored on the ground of the allocated buffer 

amount. However, the usual research determines the fixed buffer 

allocation value in the planning stage (Zhang and Li, 2022), 

namely, the value does not change during the project execution, 

thus is difficult to adapt to the uncertain changes of the project.

Therefore, we explore the dynamic adjustment of monitoring 
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frequency through an effective prediction technique and further 

ameliorate the buffer monitoring system. The innovations of this 

study are threefold. 

1. The support vector machine is introduced into the field of 

project management, and the quantitative prediction of the 

activity duration is completed.

2. Different from the fixed buffer allocation type of the usual 

research, the adaptive buffer allocation is performed, which 

adapts to the actual situation of the project implementation 

and determines the buffer allocation according to the forecast 

of the duration.

3. The corresponding monitoring frequency is set in advance 

according to the forecasted activity buffer consumption 

amount, so as to dynamically adjust the monitoring time 

points in the project implementation and recognize and control

deviations in time, which can realize the feedforward 

control of buffer monitoring and enhance the pertinence 

and flexibility of monitoring.

The outline of this paper is as follows. Section 2 summarizes 

the existing research achievements on buffer monitoring approaches

of the critical chain project. A new dynamic buffer monitoring 

model based on the support vector machine prediction method is 

investigated in Section 3. Section 4 verifies the effectiveness of 

the method in this paper. Section 5 is left to the summary of the 

paper and points out the research directions of the next step. The 

notations in this paper are listed in Table 1.

2. Literature Review

Goldratt (1997) developed the static trisection buffer monitoring 

method (SBMM), which divided the buffer into three equal 

areas. When the accumulated buffer consumption is located in 

the green, yellow and red areas, the corresponding monitoring 

behaviors are no action, planning to take action and taking action 

immediately, respectively. This method is prone to false early 

warnings ignoring the link between project progress and buffer 

consumption. In view of this shortcoming, Leach (2014) set the 

monitoring trigger line as two parallel rising straight lines; that is, 

the green-yellow and yellow-red monitoring trigger points rise 

with the increase of the link completion ratio. It is known as the 

relative buffer monitoring method (RBMM). This approach reduces

the number of false warnings, but the preset monitoring thresholds 

are still difficult to adapt to the complex and changeable environment 

of the project. Given the dynamic environment of project execution, 

Bie and Cui (2010) proposed a dynamic buffer monitoring 

method. By dividing the remaining buffer into three equal parts, 

the two monitoring trigger points can be adjusted to reflect the 

information of the project execution better. The above monitoring

methods are all top-down monitoring from the project level, 

losing sight of internal structural characteristics of a project, 

which is not conducive to the judgment of project progress 

deviation. Moreover, these techniques assume that the execution 

information of the project can be continuously obtained, however, 

continuous monitoring causes a lot of manpower and resource 

consumption and is not in line with the actual project situation.

Some scholars suggested that the project can be divided into 

stages considering the characteristics of the internal structure of 

the project, and then the buffer should be reasonably allocated 

and monitored according to the stages (Bevilacqua et al., 2009; 

Kuo et al., 2009; Gonzalez et al., 2013). Zhang and Cheng (2021) 

divided the project into monitoring stages in accordance with 

Table 1. Abbreviations and Symbols

Notations Explanations

Abbreviations CCPM Critical chain project management

SVM Support vector machine

SBMM The static buffer monitoring method

RBMM The relative buffer monitoring method

IBMM The integrated buffer monitoring method

Symbols xk The duration sequence of the previous s activi-
ties

yk The duration of the s+1th activity

p The amount of training samples

ω The weight variable

C The penalty coefficient

ξk The relaxation factor

αk The Lagrange multiplier

K(xk, x) The kernel function

q The total sample size of the original duration 
data

The initial buffer allocating weight

n The number of activities on the critical 
chain

ti The planned duration of activity i

σi The standard deviation of the duration of 
activity i

coi The buffer amendment factor of activity i

tif The predicted duration value of activity i
obtained by the SVM model

pbi0 The adjusted buffer allocation for each activity

PB The total buffer amount concentrated at the 
end of the critical chain

Δpbi The cumulative buffer scrolling amount for 
activity i 

atj The actual duration of activity j

PBi The final buffer amount allocated for activ-
ity i

BC The buffer consumption proportion of the 
activity

MT The monitoring frequency for the activity

γ The Gaussian kernel width coefficient

MSE The mean square error

N The number of samples in the test set

yj The actual value of the duration

The forecasting value of the duration

R2 The evaluation indexes

The mean of yj

∂
i

ŷj

yj
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milestone events. In each stage, the risks were measured and 

monitoring cycles were determined. Zhang et al. (2018) allocated 

the buffer to each stage according to stage attributes such as the 

duration ratio and the network complexity as the benchmark for 

monitoring. Then buffer monitoring was carried out within each 

stage separately. This phasing approach depending on the project 

plan does not take into account the actual execution of the project 

sufficiently.

Zhang and Li (2022) divided the activities into cost-sensitive 

and duration-sensitive types on account of the activity heterogeneity, 

then the buffer was allocated according to the comprehensive 

perceived utility of the activity and differentially monitored in 

combination with the sensitivity. This method realizes the 

dynamic monitoring of projects from the activity level. Xiao et 

al. (2021) changed the buffer monitoring threshold according 

to the activity-dependent parameters in consideration of the 

correlation between activities. Vanhoucke (2011) proposed to 

build a sensitivity threshold as the monitoring trigger point. 

Activities with the sensitivity higher than the threshold are 

high-sensitive processes, which might have greater uncertainties and 

a major impact on project delays. Therefore high-sensitive activities 

require intensive monitoring. Hu et al. (2016) studied the calculation 

of activity sensitivity indicators and the setting of monitoring 

thresholds in dynamic environments. They introduced the activity 

sensitivity index CRI in the monitoring process of the yellow 

zone of the buffer, explored the effect of different CRI threshold

setting methods on monitoring results and gave a more detailed 

monitoring strategy. But the cost performance of the project is 

not considered. Earned value management is based on the 

earned value and measures the progress and cost of a project 

through three basic cost indicators. It can provide a baseline for 

cost-progress measurement and reflect the status of the project. 

In view of the insufficiency of emphasizing time performance 

only in most research, Ghazvini et al. (2017) combined earned 

value management with CCPM and developed the concept of 

cost buffer to manage the schedule buffer and cost buffer of the 

project at the same time, so as to control the time and the cost 

risks related to the project. Hu et al. (2017) investigated a two-

stage project schedule-cost control model based on resource 

availability to further improve the comprehensive control ability of 

the time, cost and resources of a project. In the execution phase 

of a critical chain project, buffer consumption can be monitored by 

constructing tolerance limits that generate warning signals 

through the data provided by earned value management (Martens 

and Vanhoucke, 2017). Song et al. (2020) addressed that the 

budgets were usually limited in project practice. On the basis of 

setting tolerance limits for buffers, they suggested to allocate the 

limited budgets at different stages of the project and take corrective 

measures. Then different patterns of budget allocation and corrective 

measures were compared to test the effects on the results.

The aforementioned studies only consider the current 

implementation situation and ignore the follow-up development 

trend, hence reducing the management efficiency of the project. 

In this regard, some scholars have introduced forecasting techniques 

to manage and control the project. Gong and Hu (2013) applied 

the Markov chain to predict the stage execution status of an IT 

project, but it could only qualitatively forecast the advance, delay 

or completion of a stage and could not judge the accurate 

execution information. Martens and Vanhoucke (2020) extended 

the exponential smoothing forecasting approach using earned 

value management and earned duration method to predict the 

final duration of a project. And corrective actions were incorporated 

into the forecasting process. However, these two methods are not 

combined with the monitoring of the buffer, and the control 

Table 2. Relevant Literature List on Monitoring Methods

References
Monitoring unit Prediction Buffer allocation

Monitoring 
time points

Project 
performance

Pr Ph Ac No Qu Qn No St Dy Fi Dy D C

Goldratt (1997) √ – – √ – – √ – – √ – √ –

Leach (2014) √ – – √ – – √ – – √ – √ –

Bie and Cui (2010) √ – – √ – – √ – – √ – √ –

Gonzalez et al. (2013) – √ – √ – – – √ – √ – √ √

Zhang and Cheng (2021) – √ – √ – – – √ – √ – √ √

Zhang et al. (2018) – √ – √ – – – √ – √ – √ √

Zhang and Li (2022) – – √ √ – – – √ – √ – √ √

Xiao et al. (2021) – – √ √ – – √ – – √ – √ –

Hu et al. (2016) – – √ √ – – √ – – √ – √ –

Ghazvini et al. (2017) – √ – √ – – √ – – √ – √ √

Hu et al. (2017) – – √ √ – – √ – – √ – √ √

Song et al. (2020) – √ – √ – – √ – – √ – √ √

Zhang and Yang (2021) – √ – – √ – – √ – √ – √ √

Zhang and Wan (2019) – – √ – – √ – √ – √ – √ √

Current study – – √ – – √ – – √ – √ √ √

Note: Pr: Project; Ph: Phase; Ac: Activity; Qu: Qualitative; Qn: Quantitative; St: Static; Dy: Dynamic; Fi: Fixed; D: Duration; C: Cost.
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intensity of the project progress is relatively weak. Zhang and 

Yang (2021) introduced the location information and rate 

information of activity buffer consumption to predict the follow-

up trend of the project, so as to adjust the level of monitoring 

reference points, but this prediction approach is still qualitative. 

Taking advantage of the similarity of information and the 

complementarity of models for the grey model and neural network, 

Zhang and Wan (2019) employed the grey neural network to 

quantitatively forecast the active buffer consumption and formulate 

an integrated buffer monitoring method (IBMM).

The taxonomy of relevant literature is listed in Table 2. To 

sum up, the existing buffer monitoring approaches have two 

shortcomings. On the one hand, most of them are post-event 

control. More precisely, they only pay attention to the buffer 

consumption at the current monitoring point to decide whether to 

take measures for lack of active control of the project, hence 

increasing the resource waste and cost loss. On the other hand, 

despite the methodology of combining buffer monitoring and 

forecasting avoids the defect of a single buffer monitoring mode, 

this part of research is relatively fewer. In addition, the existing 

studies take the static buffer allocation mode and monitor a 

project at fixed monitoring time points. They often miss the best 

chance for correction and a lot of resources and costs have to be 

invested when the buffer is consumed too much, which may 

cause further continuation of the deviation trend due to untimely 

actions and hinder the progress of the project. Therefore, how to 

effectively predict the execution of activities, dynamically adjust 

the monitoring time points and enhance the efficiency of buffer 

management requires further research. Furthermore, as a new 

data mining method developed on the basis of statistical learning 

theory, the support vector machine (SVM) solves the over-

adaptation phenomenon and local minima problems of classic 

machine learning techniques such as neural networks. It also 

handles the issue of dimensionality disaster by mapping the 

original problem to high-dimensional space. SVM has achieved 

rapid development in recent years owing to its tremendous 

performance and it has been widely applied to the classification 

and prediction in many fields such as aerospace, energy sources, 

wood identification, etc. (Juez et al., 2010; Zendehboudi et al., 

2018; Yu et al., 2019). However, since the attributes of different 

fields are various, the specific application patterns of SVM are 

also discrepant. Consequently, how to apply SVM to the field of 

project management to produce superb forecasting effect and 

project performance is a problem worthy of in-depth study.

Against the background of fragmented insights, this paper 

takes care of the characteristics of activities and buffers in the 

project and incorporates the SVM forecasting approach into 

the critical chain project management to establish a new 

dynamic buffer monitoring system. From the perspective of 

the activity level, we predict the activity duration by SVM, 

determine the buffer monitoring frequency according to the 

activity completion time predicted in advance and monitor 

the project dynamically.

3. Critical Chain Project Buffer Monitoring

The project execution process is affected by a variety of uncertain 

factors, which directly influences the project duration. The critical 

chain project management absorbs and reflects the impact of 

risks and uncertainties by setting buffers (Ghaffari and Emsley, 

2015). In this section, we construct a dynamic buffer monitoring 

model based on the support vector machine. In this model, by 

forecasting the duration of future activities depending on the duration 

performance of executed activities, the buffer allocation is updated in 

real time and the monitoring frequency is adapted according to the 

buffer consumption, which can realize the active control of 

unfinished activities and avoid getting into an irreversible situation.

3.1 Activity Duration Prediction
The activity duration of a project is subject to various risk factors 

such as the technical complexity, management efficiency, resource 

demand, environmental uncertainty, etc. It has strong randomness.

Support vector machine is a machine learning algorithm developed

from mathematical theory and has obvious intuitive geometric 

significance (Zendehboudi et al., 2018). Since its unique advantages

when dealing with classification and regression problems with 

small samples and nonlinearities, it is introduced to achieve 

effective prediction of the follow-up activity duration.

The regression principle of the support vector machine is 

to map the input vector to a higher-dimensional feature 

space through nonlinear mapping for linear regression (Pande 

et al., 2023). Assuming that the activity duration data set is 

, xk is the duration sequence

for the previous s activities, yk represents the duration of the s + 1th 

activity, and p represents the amount of training samples, the 

decision function in a high-dimensional space is constructed as 

follows:

. (1)

Then the regression problem of finding the optimal decision 

function can be transformed into the following optimization 

problem:

(2)

where ω is the weight variable, C is the penalty coefficient, and 

ξk is the relaxation factor.

By solving the dual problem of the above model obtained by 

Lagrange transformation (Yu et al., 2019), the optimal solution 

of the original problem can be obtained.

, (3)

where αk is the Lagrange multiplier and K(xk, x) is the kernel 

function.
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duration is to ultilize the regression principle of SVM. In this 

paper, through the learning of sample data, the regression analysis of 

the duration of executed activities and unexecuted activities is 

realized, so as to obtain the prediction mode. The specific steps 

are as follows: 

1. The total sample size of the original duration data is 

assumed to be q, p groups of data are randomly selected 

from it as the training set, and the remaining q − p groups 

of data are the test set;

2. The parameters of the kernel function are optimized through 

the training set. Then the optimal parameters can be obtained

and saved to construct the SVM duration prediction model. 

The model is verified through the test set;

3. The actual activity duration sequence  is 

input into the established model, and then the forecasts are 

output to obtain the predictive value of the subsequent 

activity duration. 

3.2 Monitoring Frequency Determination
After predicting the duration of the succeeding activity, the allocated

buffer amount is adaptively adjusted in accordance with the 

predicted duration of the activity. Then the buffer consumption 

rate is calculated, and based on it, the monitoring frequency 

during the activity execution process is determined. The 

corresponding monitoring is performed after the activity starts 

to detect and control adverse trends in a timely manner.

Buffer allocation aims to make a more accurate judgment on 

the buffer consumption and monitor the execution of the project 

more accurately by allocating the buffer concentrated in the tail 

to each activity. The normalized weight of the product of the 

mean and the standard deviation of the activity duration is taken 

as the initial buffer allocating weight:

, (4)

where n is the number of activities on the critical chain, ti is the 

planned duration of activity i, and σi is the standard deviation of 

the duration of activity i.

The allocated buffer is adaptively adjusted based on the 

forecasting duration of the activity. The buffer amendment factor 

of activity i(i = 2, ..., n − 1) is:

, (5)

where tif is the predicted duration value of activity i obtained by 

the support vector machine model.

The adjusted buffer allocation for each activity is:

(6)

where PB is the total buffer amount concentrated at the end of 

the critical chain.

The difference between the actual duration and the allocated 

buffer of the completed activity is rolled up to the activity to be 

started, thus making a further adjustment to the buffer allocated 

for activities. The cumulative buffer scrolling amount for activity 

i(i = 2, ..., n) is:

, (7)

where atj is the actual duration of activity j.

The final buffer amount allocated for activity i is:

(8)

The buffer consumption proportion of the activity is calculated 

as:

. (9)

Then the formula of the monitoring frequency for the activity 

is given by:

(10)

where [x] is the rounding function, representing the largest

integer not to exceed x. When , the activities are

predicted to have a lower rate of buffer consumption. It indicates 

that the uncertainty of the activity is small and the buffer is capable

of playing a good protective role, so the monitoring can be

performed once after the completion of the activity. If ,

there is more buffer consumption at the end of the activity, 

therefore the monitoring intensity should be appropriately increased 

to deal with possible problems in a timely manner after the

activity starts. In case of , a large amount of buffer will

be consumed when the activity completes. It shows that the risk 

of activity execution is relatively higher, which may have an 

impact on the progress of the project. After the activity starts, the 

monitoring frequency should be increased, strict monitoring 
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should be performed, and timely actions should be taken to 

prevent larger deviations. However, if , the amount of the 

buffer required for the activity will exceed the allocated buffer, 

indicating that the buffer will not be able to cope with the delays 

and the project will likely be overdue. Accordingly, it is necessary to 

further strengthen the monitoring and take crashing measures to 

prevent the continuation of adverse trends so that the project can 

be completed on time.

In particular, when the buffer consumption proportion is located

in areas ,  and , the corresponding changing

rate of the monitoring frequency is k1 = 0, k2 = 6 and k3 = 9, 

respectively, where k1 < k2 < k3. This indicates that since an 

activity with a higher buffer consumption rate has a greater risk, 

the activity has a greater impact on the project progress so that 

the monitoring intensity should be increased faster, which is in 

line with the actual project execution. If the buffer consumption 

proportion is greater than 1, the monitoring frequency cannot be 

increased infinitely considering the cost factor, so it is controlled 

at a higher intensity.

3.3 Dynamic Monitoring Process Formation
During project execution, the monitoring frequency is dynamically 

adjusted in units of activities based on the forecasted duration. 

Specifically, before the activity starts, the support vector machine 

model is used to predict the activity duration, then the buffer 

allocation value of the activity and the estimated buffer consumption 

rate after the activity is completed are calculated to assess the 

uncertainty in advance. Subsequently, the appropriate monitoring 

frequency is determined. The monitoring can be implemented 

once the activity starts in order to detect the deviation in time, 

analyze the cause of its occurrence, and take corresponding 

actions to avoid the accumulation of deviation trends. Fig. 1

depicts the flow chart of applying the proposed dynamic buffer 

monitoring method based on the support vector machine prediction.

4. The Empirical Study

This section carries out the empirical study to verify the model of 

this paper. Section 4.1 gives the information of a typical project 

and performs the basic calculation process using the proposed 

method. Section 4.2 simulates the execution of the project and 

compares with classic approaches to prove the optimization 

effect of our model.

4.1 Basic Information Calculation
A construction project (Lin and Zhou, 2011) is selected as the 

experimental case. The project consists of seven activities and 

the basic activity information is shown in Table 3. The network 

diagram of the critical chain project after scheduling is displayed 

in Fig. 2, where 1-2-4-5-6-7 is the critical chain. The project 

buffer (PB) and the feeding buffer (FB) are calculated by the cut-

and-paste method (Goldratt, 1997).

The duration of the succeeding activity is predicted in turn 

after each critical activity is completed. More precisely, the duration

sequence of the completed activities is input into the trained 

support vector machine prediction model to obtain the forecast 

data of the follow-up activity duration, and the corresponding 

monitoring frequency is set to realize the dynamic control of the 

monitoring intensity. Taking the monitoring strategy determination 

of activity 6 after activity 5 is completed as an example, the 

process is as follows:

1BC ≥

1
0 ~

3

1 2
~

3 3

2
~ 1

3

Fig. 1. Buffer Monitoring Model

Table 3. Basic Information of the Project

Activity Ideal duration
Succeeding 
Activity

Type of the required 
resource 

1 8 2 A

2 10 3,4 B

3 15 6 B

4 18 5 C

5 15 7 A

6 12 7 A

7 7 — B

Fig. 2. Diagram of the Critical Chain Network 
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Activity duration follows the lognormal distribution with a 

right skew (Zhang et al., 2018). Depending on the information of 

activities 1, 2, 4, 5, and 6 in Table 3, the Lognrnd function in 

Matlab is adopted to generate the duration data of 100 groups 

including 5 activities in each group as the sample data. 80 groups 

are randomly selected as the training set, and 20 groups are used 

as the test set. 

Different kernel functions generate different support vector 

machine models. Common kernel functions include linear kernel 

function, polynomial kernel function, radial basis kernel function, 

and Sigmoid kernel function. Among them, the radial basis 

kernel function has fast calculation speed, simple value and the 

best generalization performance, which is chosen to deal with 

nonlinear data (Ding et al., 2017). Therefore, the radial basis 

kernel function is selected as the kernel function of the prediction 

model, and its expression is shown in Eq. (11).

, (11)

where γ is the Gaussian kernel width coefficient. The values of 

the penalty parameter C and the kernel parameter γ have a 

significant impact on the model performance. Hence, suitable 

parameters need to be determined to achieve the best prediction 

effect. Grid search method is a commonly used algorithm of 

SVM parameter optimization (Ding et al., 2017). It refers to 

obtaining value according to a certain data interval within the 

value range of C and γ and dividing them into grids. Then all 

parameter pairs in the grids are traversed when searching, where 

the combination with the highest prediction accuracy in the 

training set is the optimal parameter. We adopt the grid search 

method to find the optimal C and γ. C = 0.7071 and γ = 64 are 

obtained.

After the prediction model is produced based on the above 

optimal parameters, the test set is used to validate the effect of 

the model. The mean square error MSE and the determination 

coefficient R2 are taken as the evaluation indexes (Song et al., 

2022), whose calculation formulas are shown in Eqs. (12) and 

(13), respectively.

, (12)

where N is the number of samples in the test set, yj is the actual 

value of the duration, and  is the forecasting value of the 

duration. The smaller the value of MSE, the higher the accuracy 

of the prediction model.

, (13)

where  is the mean of yj. The larger the value of R
2, the better 

the fitting effect of the model.

For the obtained support vector machine model, the comparison

diagrams of the prediction results are shown in Figs. 3 and 4. The 

mean square error and the determination coefficient of the model 

are listed in Table 4. It can be seen that the model has a good 

prediction effect.

Assuming that after activity 5 finishes, the actual duration 

sequence of the completed activities on the critical chain is 

shown in Table 5. The sequence is input to the above trained 

prediction model, then we can get that the predicted duration of 

activity 6 is 21.6 days. The buffer consumption proportion is 

2

2
( , ) exp
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i
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K x x
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Fig. 3. Prediction Results Comparison of the Training Set

Fig. 4. Prediction Results Comparison of the Test Set

Table 4. Evaluation Parameters of the Prediction Effect

Mean square 
error  MSE

Determination 
coefficient R2

Training set 0.0027 0.9739

Test set 0.0058 0.9527

Table 5. Actual Duration Sequence of Activities

Activity 1 2 4 5

Duration 9.2 15.7 34.6 10.0
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calculated to be 38.4% by Eqs. (4) − (9) and the monitoring 

frequency is 2 from Eq. (10), so the monitoring for activity 6 is 

performed twice after it starts.

4.2 Project Execution Simulation
By Matlab software, 1000 groups of random duration data are 

generated for each activity, and 1000 iterations of experimental 

simulations are performed on the project. The proposed method 

is compared with the static buffer monitoring method (SBMM) 

(Goldratt, 1997), the relative buffer monitoring method (RBMM) 

(Leach, 2014) and the integrated buffer monitoring method 

(IBMM) (Zhang and Wan, 2019) to verify the overall effect of 

the proposed dynamic monitoring model. Table 6 depicts the 

frequency statistics of the buffer consumption in each zone of 

different methods.

It can be seen from Table 6 that, the frequency of the yellow 

and red areas shows an increasing trend in SBMM, indicating 

that the method results in the continuous accumulation of 

problems regardless of the actual implementation of the project; 

The RBMM has a certain improvement. The number of times 

buffer consumption falls in red and yellow zones is relatively 

reduced, however, it still appears an increasing trend with the 

project proceeds; Whereas, there is a trend of decline for which 

of the IBMM and the proposed method; Furthermore, as opposed to 

the other three approaches, the frequency in the green area of the 

proposed method has increased significantly, and the number in 

yellow and red areas has been substantially decreased, especially 

in the later stage of the project. This illustrates that the proposed 

method can predict and control the project implementation in a 

timely manner, avoid the accumulation of deviations effectively, and 

improve the monitoring effect.

Comparing the duration and cost performance of the four 

methods, the statistical results of the project duration are displayed 

in Figs. 5 and 6, and the cost results are exhibited in Figs. 7

and 8. 

Table 6. Frequency of the Buffer Consumption Located in Each Area 

Buffer monitoring
method

Buffer consumption 
area

Activity

1 2 4 5 6 7

SBMM Green 996 987 933 872 784 715

Yellow 4 13 67 127 213 280

Red 0 0 0 1 3 5

RBMM Green 998 989 947 899 815 761

Yellow 2 11 53 101 183 235

Red 0 0 0 0 2 4

IBMM Green 720 684 693 786 845 950

Yellow 183 190 184 181 139 48

Red 97 126 123 33 16 2

The proposed method Green 1000 937 959 993 999 1000

Yellow 0 58 41 7 1 0

Red 0 5 0 0 0 0

Fig. 5. Comparison of the Duration of Different Methods

Fig. 6. Distribution of the Duration Cumulative Probability
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Figures 5 and 6 demonstrate that the actual duration of the 

proposed method is lower than the other three methods, and the 

duration distribution is more concentrated. The reasons are as 

follows. First, the SBMM divides the monitoring area by fixed 

monitoring thresholds, so it is difficult to accurately judge the 

deviation in the project execution. Second, the RBMM adopts 

the incremental monitoring threshold setting mode, which can 

reduce the waste of buffer and shorten the project duration. 

However, in the later phases of the project, it is easy to cause 

irreversible situations due to excessive buffer consumption at the 

monitoring point, leading to the accumulation of the bad trend. 

Third, the IBMM monitors a project in the unit of activity, hence 

avoiding the accumulation of deviations to a certain extent. But 

the use of fixed monitoring time points is not conducive to 

flexible control of the project duration. Finally, the proposed 

method judges the future execution of the project through prediction 

and determines the corresponding monitoring frequency according 

to the buffer consumption situation. This enables the deviations 

to be timely detected, thus avoiding the continuation of deviation 

trends and further shortening the project completion time.

Figures 7 and 8 illustrate that the cost performance of the 

proposed method is the best among four methods. The reasons 

are revealed as follows. First, the SBMM sets a high monitoring 

threshold in the early stage of the project, which results in 

unnecessary crashing actions and increases the monitoring cost. 

Second, taking into account the relationship between the project 

progress and buffer consumption, the RBMM divides the 

monitoring areas more reasonably, hence reducing the cost of the 

project. But the monitoring time point setting of this approach 

does not consider the difference in the characteristics among the 

activities. This increases the possibility of false warnings and 

makes the cost relatively high. Third, the IBMM is concerned 

with the subsequent buffer consumption of activities, which 

further saves the cost, however, it does not adjust the buffer 

allocation amount according to the actual situation, so that the 

monitoring reference points are not accurate enough and false 

warnings may occur. Finally, the method in this paper combines 

forecasting and monitoring organically, judges the implementation 

of activities in advance and adapts the buffer allocation and 

monitoring frequency dynamically for different activities. Therefore, 

in this method, more reasonable monitoring time points can be 

determined through the pre-judgment of the buffer consumption, 

which enables the monitoring measures more effective, decreases 

resource waste and further reduces the project execution cost.

5. Conclusions

In this paper, we introduce the support vector machine into the 

field of project management and construct a dynamic buffer 

monitoring model based on SVM prediction. Taking care of the 

difference in uncertainties of activity duration, we evaluate the 

uncertainty in the execution of activities in advance depending 

on the prediction algorithm and set different monitoring frequencies 

to perform feed-forward control on the project. Firstly, considering 

the influence of the dynamic changes of uncertain factors on the 

duration in the project execution, the support vector machine is 

used to predict the activity duration. Subsequently, the execution 

of the activities is forecasted based on the predicted duration and 

the corresponding monitoring frequency is set. The monitoring 

frequency of each activity is dynamically adjusted during the 

project, so that the monitoring actions can be taken more accurately 

and efficiently. The pre-differential setting of the monitoring 

frequency not only avoids the loss of a lot of manpower and 

material resources caused by continuous monitoring, but also 

makes up for the shortcoming that the fixed monitoring time 

point easily leads to the accumulation of bad trends, which can 

achieve a better monitoring effect by limited times of monitoring. 

Finally, a case simulation is carried out using Matlab. The results 

show that compared with the classical buffer monitoring methods, 

the method in this paper effectively shortens the project duration 

and saves the project execution cost.

In CCPM, the critical chain is the restriction factor of the 

project, and its length determines the shortest duration of the 

project (Goldratt, 1997). The project schedule is controlled by 

Fig. 7. Comparison of the Cost of Different Methods 

Fig. 8. Distribution of the Cost Cumulative Probability
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the buffer monitoring of the critical chain to shorten the duration. 

While in a multi-project system, the shortest duration is determined 

by the system critical chain, and buffer monitoring is implemented 

based on the system critical chain (Apaolaza and Lizarralde, 

2020). In this study, the duration sequence of completed activities in 

the critical chain is input into the SVM model for a single project, 

and then the duration of the follow-up activity is predicted. 

Relying on this, buffer monitoring is performed. When the method 

is applied to a multi-project system, the activities in the system 

critical chain need to be predicted and monitored. Where, for an 

activity on the system critical chain to be started, the duration 

sequence is constructed by taking the single project as the unit, 

then the duration of the activity can be predicted. According to the 

above steps, the buffer monitoring method in this paper can be 

extended to the buffer monitoring of the multi-project system.

This research not only enriches the theoretical system of critical

chain project management, but also has important significance in 

guiding the practice of project management teams. Constant 

dynamic changes may occur during the project execution process 

due to the increasingly complex enterprise environment changes, 

which increases the difficulty of project management. The feasibility 

and generalizability of the proposed approach have been verified by 

the project case. In the actual project management, when the project 

uncertainty is large, the project management team can apply the 

proposed dynamic buffer monitoring method to predict the project 

execution and control the project schedule flexibly, which will help 

strengthen the pertinence and adaptability of project management 

practice, improve the management efficiency of the project and 

enhance the competitiveness of the company.

A limitation of the study is that the parameter selection of the 

support vector machine model adopts the commonly-used grid 

search method. Appropriate parameter selection can enhance the 

generalization ability of SVM to some extent. Generalization is 

the ability of a machine learning algorithm to adapt to fresh 

samples. Traditional machine learning techniques emphasize the 

minimization of the experience risk, which usually leads to the 

over-learning problem and reduces the generalization ability

(Pande et al., 2023). Since SVM is based on the structural risk 

minimization criterion, it can realize the minimization of the 

empirical risk and confidence range at the same time. It can 

obtain good statistical rules under the condition of a small 

statistical sample size, thus has stronger generalization ability. In 

the next step, we can consider to combine intelligent algorithms 

such as particle swarm optimization (Ipek, 2022) and tabu search 

algorithm (Gmira et al., 2021) with the SVM duration prediction 

model to further improve the generalization ability of the model. 
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