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ABSTRACT
This study identified the risk factors for type 2 diabetes (T2D) and proposed a machine learning 
(ML) technique for predicting T2D. The risk factors for T2D were identified by multiple logistic 
regression (MLR) using p-value (p<0.05). Then, five ML-based techniques, including logistic 
regression, naïve Bayes, J48, multilayer perceptron, and random forest (RF) were employed to 
predict T2D. This study utilized two publicly available datasets, derived from the National 
Health and Nutrition Examination Survey, 2009-2010 and 2011-2012. About 4922 respondents 
with 387 T2D patients were included in 2009-2010 dataset, whereas 4936 respondents with 373 
T2D patients were included in 2011-2012. This study identified six risk factors (age, education, 
marital status, SBP, smoking, and BMI) for 2009-2010 and nine risk factors (age, race, marital 
status, SBP, DBP, direct cholesterol, physical activity, smoking, and BMI) for 2011-2012. RF- 
based classifier obtained 95.9% accuracy, 95.7% sensitivity, 95.3% F-measure, and 0.946 area 
under the curve.
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1. Introduction

Diabetes is a group of metabolic disorders or syn
dromes and is a serious public health concern world
wide. It is also a chronic non-communicable disease in 
which blood sugar or blood glucose levels are high and 
the body is unable to use energy from dietary sources 
(Ghosh, 2017). Due to high blood glucose, some 
symptoms, such as intense thirst and appetite, fre
quent urination, nausea and vomiting, and slow 
wound healing, all of which arise gradually in diabetes 
patients, Diabetes, if not properly treated, can affect 
the body’s major organs and cause a variety of dis
eases, such as heart disease, stroke, blindness, kidney 
failure, and nerve damage (Habibi et al., 2015; 
Rawshani et al., 2018; Saedi et al., 2016). Diabetes 
affected 451 million people worldwide in 2017, and 
this figure is expected to rise to around 693 million by 
2045 (Cho et al., 2018). According to the Centers for 
Disease Control and Prevention (CDC), 29.1 million 
people in the United States were diagnosed with dia
betes in 2012 (Centers for Disease Control and 
Prevention, 2014). According to the World Health 
Organization, around 1.6 million people die owing to 
diabetes every year. The number of diabetic patients 
has been increased day by day. As a result, deaths are 
increasing day by day (Ma et al., 2014).

Type 1, type 2, and gestational diabetes are the most 
common kinds of diabetes. Among them, type 2 

diabetes (T2D) begins with insulin resistance, and cells 
fail to produce enough insulin properly. T2D accounts 
for 90% to 95% of all diabetes diagnoses and has become 
a severe concern in both low- and middle-income coun
tries, including USA, as its prevalence has increased 
dramatically (Canadian Diabetes Association, 2013). 
T2D is not a perfectly foreseeable or preventable dis
ease. Diabetes is more likely to develop than any other 
chronic disease, especially if it is diagnosed late or not at 
all (Habibi et al., 2015; Rawshani et al., 2018).

Thus, early detection of diabetes is an important task 
to control and avoid its complications. A comprehen
sive guideline was issued for the prevention of diabetes, 
specifying lifestyle changes (Zhu et al., 2015). Various 
techniques have also been proposed to reduce the risk of 
diabetes (Woldesemayat et al., 2019). Naturally, preven
tion is preferable, but current treatment methods are 
not sufficient to achieve this goal. The tedious identifi
cation process results in visiting the patient at the diag
nostic centre and consulting with the doctor. As a 
result, early diabetes detection is becoming more 
important and needed to propose an automated system. 
Therefore, detection and classification of diabetes at an 
early stage is increasingly gaining interest in the medical 
sciences. However, machine learning (ML)-based 
approaches address this critical issue. There were 
some studies available in the literature where the 
model was designed to only identify the risk factors 
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for diabetes (Hamasaki, 2016; Saydah et al., 2014; Tan 
et al., 2019; Zafar et al., 2016). Despite the rapid devel
opment of theories for computational intelligence in 
ML-based classifiers, their application has been 
increased rapidly to predict diabetes disease in public 
health and other fields (Alanazi et al., 2018; Avorn, 
2013; Bron et al., 2014; Das, 2014; Dong et al., 2013; 
Maguire & Dhar, 2013; Shankaracharya et al., 2012). 
However, several ML-based models have been used to 
predict and classify diabetes diseases in different coun
tries using different diabetic datasets. Nevertheless, the 
model's performance needs to be improved (Dagliati 
et al., 2018; Kaur & Kumari, 2020; Kavakiotis et al., 
2017; Nai-arun & Moungmai, 2015; Sneha & Gangil, 
2019; Tsao et al., 2018; Zou et al., 2018). Nevertheless, 
the performance of the proposed existing ML-based 
predictive model is not at an as satisfactory level, 
which means model performance needs to be 
improved.

Thus, an attempt has been made in this paper to 
detect and predict T2D using ML-based classifiers. The 
hypothesis of this study is that the combination of a 
multiple logistic regression (MLR)-based risk factor 
identification method and an ML-based classifier with 
the highest classification accuracy yields enough infor
mation to identify potential T2D patients and thus 
improve diagnosis accuracy. This study aims to build 
several ML-based predictive models for risk factor pre
diction of T2D. Risk factor identification methods select 
the significant T2D risk factors while avoiding irrele
vant factors in order to build an effective predictive 
learning model. Consequently, it can contribute to 
increasing the performance of the classifiers. In this 
study, we used an MLR model as a risk factor identifi
cation method. Five well-known and popular ML-based 
classifiers, namely logistic regression (LR), naïve Bayes 
(NB), J48, multilayer perceptron (MLP), and random 
forest (RF), have been included to predict T2D status 
based on the significant risk factors and their perfor
mance has been compared using accuracy (ACC), sen
sitivity (SE), F-measure (FM), and area under the 
curve (AUC).

2. Methods

2.1. Data source

In this study, the T2D dataset was derived from an 
existing public domain survey dataset, the 2009–2010 
and 2011–2012 National Health and Nutrition 
Examination Survey (NHANES), which was nationally 
representative and freely available online (National 
Health and Nutrition Examination Survey 
(NHANES), 2009–2010; National Health and 
Nutrition Examination Survey (NHANES), 2011– 
2012). The datasets contained some extraneous infor
mation, such as do not know, refused, and missing 

values, which we excluded from our analysis. After 
excluding this extraneous information, the dataset 
consisted of 4922 respondents (diabetic: 387 vs. con
trol: 4535) and 4936 respondents (diabetic: 387 vs. 
control: 4563) for 2009–2010 and 2011–2012. We 
reviewed some existing studies on diabetes before 
conducting this work. In this study, we selected the 
factors based on the existing studies that were closely 
related to diabetes and had an impact on diabetes. The 
risk factors were age (Bahour et al., 2022; Nanayakkara 
et al., 2021; Shamshirgaran et al., 2017; Suastika et al., 
2012; Wang et al., 2021), sex (Derakhshan et al., 2014; 
Harreiter & Kautzky-Willer, 2018; Huebschmann et 
al., 2019), race (Cheng et al., 2019; Link & McKinlay, 
2009; Spanakis & Golden, 2013), education (Flatz 
et al., 2015; Sil et al., 2020; Steele et al., 2017), marital 
status (Kposowa et al., 2021; Oliveira et al., 2020), 
occupation (Almeida et al., 2011; Carlsson et al., 
2020; Nakazawa et al., 2022), systolic blood pressure 
(Aikens et al., 2017; Chen et al., 2015; S. W. Lee et al., 
2017; H. S. Lee et al., 2013), diastolic blood pressure 
(Akalu & Belsti, 2020; Emdin et al., 2015), direct 
cholesterol (Bhowmik et al., 2018; Chen et al., 2015; 
Howard et al., 2000), total cholesterol (Bhowmik et al., 
2018; Gimeno-Orna et al., 2005), physical activity 
(Ghaderpanahi et al., 2011; Hamasaki, 2016; F. Zhao 
et al., 2020), dirking alcohol (Holst et al., 2017; Kao, 
2001; Li et al., 2016), smoking status (Chang, 2012; 
Maddatu et al., 2017; Yang et al., 2022), and body mass 
index (Abdissa et al., 2021; Bays et al., 2007; Q. Zhao 
et al., 2017; Maggio and Pi-Sunyer, 2003). The details 
and descriptions of these factors are presented in 
Table 2. The existing works also showed that exposure 
to mass media, sleep duration, diet, and so on were 
significant behavioral and lifestyle related individual 
risk factors of T2D. However, due to the unavailability 
of data for these variables in the NHANES database, 
we could not include themin our analysis.

2.2. Statistical analysis

The demographic and baseline characteristics of T2D 
patients are reported as frequency (%) and mean stan
dard deviation (SD) for categorical and continuous 
data. We have employed the chi-square test and the 
paired t-test for categorical and continuous data to 
investigate the association between various factors 
and diabetes. All statistical analyses were performed 
using Stata version 14 and Ri86 3.6.1.

2.3. Risk factor identification and machine 
learning techniques

The identification of risk factors is a crucial task for 
reducing the computational complexity of ML sys
tems. As a result, model performance improves 
while construction time and costs are reduced. 
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Various risk factor identification methods are avail
able in the literature, such as: MLR (Maniruzzaman 
et al., 2020; Xie et al., 2019), analysis of variance 
(ANOVA; Elssied et al., 2014), mutual information 
(MI; Shrivastava et al., 2017), RF (Gregorutti et al., 
2017), and principal component analysis (PCA; 
Adhao & Pachghare, 2020). In the current study, 
the MLR model was adopted to identify the promi
nent risk factors of T2D using a p-value (<0.05). 
Then, the dataset is divided into two sets: 90% 
dataset as a training set and 10% dataset as a test 
set. Five predictive models that are more popular 
and applicable in the literature, including LR (Islam 
et al., 2020), NB (Maniruzzaman et al., 2018), J48 
(Sisodia & Sisodia, 2018), MLP (Mohapatra et al., 
2019), and RF (Kumar et al., 2019), are applied to 
the training set and predict T2D on the test set. We 
tuned the hyperparameters of the ML-based mod
els, and the final results were reported based on the 
optimum hyperparameters for RF (100 trees), MLP 
(50 sizes), and J48 (0.025 confidence threshold (C): 
0.025 and minimum instances per leaf (M): 25). An 

overview of the proposed ML framework is pre
sented in Figure 1.

2.4. Performance evaluation metrics

The performance of ML-based models is evaluated by 
four evaluation metrics, including ACC, SE, FM, and 
AUC. The values of evaluation metrics have been com
puted from the confusion matrix by four quantities: true 
positive (tp), the number of cases correctly predicted as 
positive; false positive (fpÞ, the number of cases incor
rectly predicted as positive; true negative (tn), the num
ber of cases correctly predicted as negative; and false 
negative (fn), the number of cases incorrectly predicted 
as negative. The confusion matrix is shown in Table 1. 
These tp, fp; tn, and fn were used to calculate ACC, SE, 
and FM, which are mathematically defined as follows:

2.4.1. Accuracy
It measures the proportion of true results, either tp, or tn 
against the total population. Mathematically, ACC is 
defined as: 

Figure 1. Overview of the proposed ML-based framework.
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ACC %ð Þ¼
tpþtn

tpþtnþfpþfn
�100 (1) 

2.4.2. Sensitivity
It measures the proportion of tp cases against the 
predicted positive cases. Model with high SE indicates 
few fn. It is also called recall or true positive rate. 
Mathematically, SE is defined as: 

SE %ð Þ¼
tp

tpþfn
�100 (2) 

2.4.3. F-measure
It is a harmonic mean of precision and SE. 
Mathematically, FM is defined as: 

FS %ð Þ¼
2tp

2tpþfpþfn
�100 (3) 

2.4.4. Area under the curve
The area under the curve (AUC) is defined as an 
integral of the receiver operating characteristic 
(ROC) function over the given range and used to 
assess the quality of the constructed predictive 
model. The mathematical formula of AUC as follows 

AUC ¼
ð1

x¼0
TPRðFPR� 1 xð ÞÞdx (4) 

A ROC curve is a plot of true positive rate (TPR) or 
sensitivity on the y axis against false-positive rate 
(FPR) or 1-specificity on the x axis for different cut- 
off values. ROCs generate an AUC value from 0 to 1.

3. Results

3.1. Baseline characteristics of the patients

The objective of this section was to observe a bivariate 
association between the included risk factors and dia
betes status. The results of the association have been 
shown in Table 2. The average age of T2D patients in 
2009–2010 and 2011–2012 were 60.1 � 13.8 years 
and 58.4 � 15.5 years, respectively. The prevalence 
of T2D patients was almost 8% in both 2009–2010 and 
2011–2012 datasets. In both datasets, the majority of 
T2D patients were male. In 2009–2010, 9.7%~10% of 
T2D patients were graduated from college, while 
11.1%~11% in 2011–2012. Table 2 also shows that 
~11% of T2D patients were married. All factors except 
gender and DBP were significantly associated with 
T2D in 2009–2010 dataset, whereas, except for gender, 
TC, and alcohol, all factors were also significantly 
associated with T2D in 2011–2012 (see Table 2).

3.2. Identification of risk factors of T2D using MLR

The objective of this section was to identify the promi
nent risk factors for T2D. The prominent risk factors 
have been identified by odds ratio (OR) and p-value 
(<0.05). The value of OR is 1, greater than 1, and less 
than 1. If the value of OR = 1, then that factors had no risk 
of T2D; OR >1, the factors have a higher risk of T2D, and 
vice-versa. The results of MLR for the identification of 
risk factors for T2D are summarised in Table 3. It is to be 
noticed that, in 2009–2010, 9–11th grade (OR: 2.86, CI: 
2.04–3.00; p = 0.044), high school (OR: 1.48, CI: 1.10– 
2.01; p = 0.01) educated respondents were more likely to 
have T2D than 8th grade, whereas 8th grade educated 
respondents were more likely to have T2D than college 
(OR: 0.73, CI: 0.54–0.97; p = 0.007). Married respondents 
(OR: 1.82, CI: 1.07–3.08; p = 0.030) had more likely to 
have T2D than divorced respondents. The participants 
who smoked (OR: 1.87, CI: 1.18–2.97; p = 0.007) had 
a higher risk of T2D than non-smoker. It is also observed 
that age (OR: 1.05, CI: 1.04–1.07; p < 0.001), SBP (OR: 

Table 1. Confusion matrix.

Total population 
(p + n)

Predicted class

Diabetic (p) Control (n)

Actual 
class

Diabetic (p) True positive (tp) false negative (fnÞ
Control (n) False positive (fp) true negative (tn)

Table 2. Baseline characteristics of the T2D patients.

Factors Descriptions
2009–2010 2011–2012

Diabetic Control p-valuea Diabetic Control pvaluea

Total, n (%) 387 (7.9) 4535 (92.1) 373 (7.6) 4563 (92.4)
Age (years) Age in years 60.1 � 13.8 35.4 � 21.9 <0.001 58.4 � 15:5 35.5 � 21.9 <0.001
Gender, Male n (%) Gender 205 (8.4) 2234 (91.6) 0.161 198 (8.0) 2272 (92.0) 0.222
Race, White n (%) Race 232 (7.3) 2,958 (92.7) 0.035 218 (7.0) 2882 (93.0) 0.008
Education, College n (%) Education status 177 (9.7) 1757 (90.3) <0.001 205 (11.1) 1634 (88.9) <0.001
Marital status, Married n (%) Marital status 223 (10.9) 1826 (89.1) <0.001 203 (10.7) 1693 (89.3) <0.001
Occupation, Working, n (%) Occupation 143 (6.1) 2207 (93.9) <0.001 151 (6.7) 2112 (93.3) <0.001
SBP (mm Hg) Systolic blood pressure 126.5 �20:3 116.7 �16:5 <0.001 129.4 �18:4 117.7 �17:0 <0.001
DBP (mm Hg) Diastolic blood pressure 65.7 �13:5 66.8 � 14.3 0.157 70.5 �14:3 68.1 �14:4 0.003
DC (mg/dL) Direct cholesterol 1.3 �0:4 1.4 �0:4 <0.001 1.2 �0:4 1.4 �0:4 <0.001
TC (mg/dL) Total cholesterol 4.8 �1:1 4.9 �1:1 0.001 4.8 �1:2 4.8 �1:1 0.286
PA, Yes, n (%) Physical activity 142 (6.4) 2135 (93.8) <0.001 143 (6.0) 2226 (94.0) <0.001
Alcohol, Yes, n (%) Drinking alcohol 255 (10.0) 2298 (90.0) 0.001 263 (9.9) 2394 (90.1) 0.245
Smoking, Yes, n (%) Smoking status 56 (7.3) 715 (92.7) <0.001 50 (7.2) 648 (92.8) <0.001
BMI (kg/m2) Body mass index 32.6 �8:0 26.4 �7:4 <0.001 32.5 �7:7 26.0 �7:0 <0.001

ap-value is obtained from paired t-test for continuous and Chi-Square test for categorical data.
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1.25, CI: 1.20–1.94; p < 0.001), BMI (OR: 1.07, CI: 1.04– 
1.11; p < 0.001) were the high-risk factors for developing 
T2D. In 2011–2012, the participants who came from 
Mexican (OR: 2.13, CI: 1.03–4.42; p = 0.04), black (OR: 
2.56, CI: 1.44–4.55, p = 0.001), other’s (OR: 2.21, CI: 1.06– 
4.61; p = 0.034) race had a higher risk of T2D than white 
participants. Divorce respondents were less likely to have 
T2D than married (OR: 1.82, CI: 1.04–3.18; p = 0.034), 
unmarried (OR: 2.37, CI: 1.08–5.27; p = 0.031), and 
widow (OR: 2.42, CI: 1.05–5.58; p = 0.038). Participants 
had a greater chance of becoming T2D compared to their 
counterparts if they were physically inactive (OR: 2.07, 
CI: 1.36–3.16; p = 0.001) or had a smoking habit (OR: 
1.85, CI: 1.20–2.86; p = 0.005). The other factors for T2D 
included age (OR: 1.04, CI: 1.02–1.06; p < 001), SBP (OR: 
1.01, CI: 0.80–1.04; p = 0.020), DBP (OR: 0.98, CI: 0.97– 
1.00; p = 0.001), DC (OR: 0.34, CI: 0.19–0.62; <0.001), 
BMI (OR: 1.26, CI: 1.04–1.60; p < 0.001) were the risk 
factors of T2D. These six significant risk factors (age, 
education, marital status, SBP, smoking, and BMI) and 
nine factors (age, race, marital status, SBP, DBP, direct 
cholesterol, physical activity, smoking, and BMI) for T2D 
in both 2009–2010 and 2011–2012 datasets. These sig
nificant risk factors were fed into the ML-based predictive 
models for the classification of diabetic or control 
subjects.

3.3. Performance comparison of five ML-based 
predictive models

The objective of this section was to compare the per
formance of five ML-based predictive models. The 
performance comparison results of ML-based predic
tive models between 2009–2010 and 2011–2012 data
sets have been presented in Table 4. The classification 
accuracy and AUC of five ML-based predictive models 
were between 89.8%-95.9% and 0.778–0.946. The RF- 
based predictive model achieved the highest ACC of 
94.8% with an AUC of 0.917 in 2009–2010, whereas 
NB gave 89.8% ACC and J48 gave 0.812 AUC. Among 
five predictive models, RF-based model provided the 
highest scores of other performance metrics as SE of 
94.3% and FM of 94.1% for 2009–2010. Alternatively, 
the RF-based predictive model also attained the high
est ACC of 95.9% and AUC of 0.946 for the 2011–2012 
dataset. The RF-based model also achieved the highest 
SE of 95.7% and FM of 95.3% for 2011–2012. The 
ROC curve of five ML-based predictive models is pre
sented in Figure 2. Figure 2 also confirmed that the 
RF-based model accomplished the highest AUC. 
Therefore, the RF-based model was the best predictive 
model for the prediction of T2D patients for both 
datasets.

Table 3. Identification of risk factors of T2D using MLR.

Factors

2009–2010 2011–2012

OR (95% CI) p-value OR p-value

Age (years) 1.05(1.04–1.07) <0.001 1.04(1.02–1.06) <0.001
Race
White® 1.00 - 1.00 -
Hispanic 1.42(0.50–4.00) 0.512 1.22(0.46–3.26) 0.680
Mexican 1.34 (0.62–2.87) 0.458 2.13(1.03–4.42) 0.040
Black 1.58(0.80–2.98) 0.159 2.56(1.44–4.55) 0.001
Other’s 1.46(0.53–4.00) 0.459 2.21(1.06–4.61) 0.034
Education
8 grade® 1.00 - 1.00 -
9–11th grade 2.86(2.04–3.00) 0.044 0.72(0.32–1.61) 0.422
High school 1.48(1.10–2.01) 0.010 1.11(0.51–2.39) 0.794
College 0.73(0.54–0.97) 0.007 1.51(0.79–2.88) 0.209
Marital status
Divorced® 1.00 - 1.00 -
Married 1.82 (1.07–3.08) 0.030 1.82(1.04–3.18) 0.034
Unmarried 2.20(0.95–5.09) 0.060 2.37(1.08–5.21) 0.031
Separated 2.32 (0.65–8.19) 0.190 0.52(0.13–2.05) 0.355
Widow 1.62 (0.75–3.50) 0.220 2.42(1.05–5.58) 0.038
Occupation
Unemployed® 1.00 - 1.00 -
Employed 1.25(0.80–1.95) 0.317 1.57(1.02–2.41) 0.060
SBP 1.25(1.20–1.94) <0.001 1.01(0.80–1.04) 0.020
DBP – – 0.98(0.97–1.00) 0.001
DC 0.44(0.27–0.74) 0.286 0.34(0.19–0.62) <0.001
TC 0.96(0.81-.14) 0.659
PA
Yes® 1.00 - 1.00 -
No 1.33(0.89–1.97) 0.160 2.07(1.36–3.16) 0.001
Alcohol
No® 1.00 - - -
Yes 1.07(0.61–1.87) 0.805
Smoking
No® 1.00 - 1.00 -
Yes 1.87(1.18–2.97) 0.007 1.85(1.20–2.86) 0.005
BMI 1.07(1.04–1.11) <0.001 1.26(1.04–1.60) <0.001
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3.4. Validation of the proposed system

We have considered the Bangladesh Demographic 
Health Survey (BDHS) diabetes-related dataset to 
validate our proposed system/combination 
(National Institute of Population Research and 
Training (NIPORT) and ICF, 2020). The dataset 
consisted of 6965 patients (Diabetic: 1047 and 
Control: 5918). The validation results of our pro
posed system are presented in Table 5. The results 
revealed that our proposed system was enabled to 
correctly classify T2D and obtained an ACC of 
84.9%, SE of 84.8%, FM of 78.9%, and AUC of 
0.677. Therefore, our proposed system is validated 
for both the NHANES and BDHS diabetes 
datasets.

4. Discussion

Based on the NHANES of T2D, 2009–2010 and 
2011–2012 datasets, the goal of the current study 
was to identify the significant risk factors of T2D 
and predict patients as diabetic and control using 

ML techniques based on the significant risk factors 
and eventually propose a suitable combination to 
predict T2D patients. Risk factors of T2D were iden
tified by MLR using p-values (p < 0.05). The current 
study showed that there were 6 and 9 significant risk 
factors of T2D in 200–2010 and 2011–2012, respec
tively (see Table 3). The age of the respondents was 
a highly significant risk factor for T2D for both data
sets 2009–2010 and 2011–2012. The results have 
coincided with the previous settings (Park et al., 
2003; Rahman et al., 2020; Xia et al., 2021; Zhang 
et al., 2017). Our findings also showed that Mexican, 
black, and other race respondents were more at risk 
of T2D than the white race in 2011–2012, which is 
corroborated with the previous literature (Park et al., 
2003; Xie et al., 2019; Zhang et al., 2017). In 2009– 
2010, respondents who had completed 8 grade and 
high school had a higher risk of T2D, which contra
dicted the previous studies (Hu et al., 2017; Tripathy 
et al., 2017; Zafar et al., 2016), whereas college edu
cated respondents had a lower risk of T2D. This is 
because educated respondents were more conscious 
of their lifestyles and food habits.

Table 4. Performance scores of five ML-based classifiers for T2D.

Classifiers

2009–2010 2011–2012

ACC (%) SE (%) FM (%) AUC ACC (%) SE (%) FM (%) AUC

LR 92.1 92.1 89.0 0.852 92.5 89.8 89.4 0.778
NB 89.8 89.8 89.5 0.848 90.2 90.0 90.1 0.839
J48 92.4 92.1 90.8 0.812 93.7 92.6 92.8 0.864
MLP 92.2 89.5 89.7 0.836 92.9 91.3 91.4 0.811
RF 94.8 94.3 94.1 0.917 95.9 95.7 95.3 0.946

Bold values indicate the proposed method results

Figure 2. ROC curves of five ML classifiers for T2D in: (a) 2009–2010; (b) 2011–2012.

Table 5. Validation of the proposed model using BDHS diabetes dataset.
Classifier types ACC (%) SE (%) FM (%) AUC

LR 81.7 81.8 78.0 0.603
NB 84.6 84.7 78.9 0.674
J48 80.7 80.7 78.0 0.576
MLP 84.8 84.8 78.3 0.652
RF 84.9 84.8 78.9 0.677

Bold values indicate the proposed method results
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Married and widow respondents had a higher risk 
of T2D, which was consistent with the findings of the 
previous study (Ramezankhani et al., 2019). In con
trast to previous studies, the current study found that 
physical activity was also a high-risk factor for T2D 
(Hu et al., 2017; Tripathy et al., 2017; Zafar et al., 
2016). PA improves glycaemic and reduces the risk 
of CVD and mortality in T2D patients (Hamasaki, 
2016). T2D can be managed if people engage in reg
ular physical activity. It was also noted that SBP, DBP, 
DC, PA, smoking, and BMI (Hu et al., 2017; Tripathy 
et al., 2017; Wei et al., 2021; Xie et al., 2019; Zafar et al., 
2016) were also the risk factors of T2D. Furthermore, 
for both the 2009–210 and 2011–2012 datasets, five 
ML-based techniques (LR, NB, J48, MLP, and RF) 
were implemented to predict T2D. The current study 
was also compared to previous studies in the literature, 
which are described in the section that follows.

4.1. Distinction between the current study against 
similar existing studies

The objective of this section was to compare the per
formance of our study against previous studies in 
literature. We reviewed existing studies that were 
mainly conducted on diabetes and implemented ML- 
based algorithms for the prediction of T2D. The sum
marisation of these existing works is presented in 
Table 6. We mainly highlighted the performance of 
their proposed method and marked in bold which 
were shown in column 3 of Table 6. Moreover, the 
classification accuracy (presented in %) and AUC were 
presented in column 4 of Table 6. For example, Nai- 
arun and Moungmai (2015) employed five well- 
known ML-based techniques: decision tree (DT), arti
ficial neural network (ANN), LR, NB, and RF for the 
prediction of diabetic patients, and their findings 
showed that RF-based model could more accurately 
classify diabetic patients and obtained the highest 
ACC of 85.6%. Zheng et al. (2017) utilised six ML- 
based models: k-nearest neighbourhood (k-NN), NB, 
DT, RF, support vector machine (SVM), and LR for 

accurate risk prediction of T2D, and they mentioned 
that these three models performed with better accu
racy compared to others. Maniruzzaman et al. (2017) 
proposed a Gaussian process classification (GPC) 
model for the prediction of diabetes and its perfor
mance was compared with three techniques: linear 
discriminant analysis (LDA), quadratic discriminant 
analysis (QDA), NB, and GPC, obtaining an ACC of 
82.0%. The ACC of ML-based models will be 
improved by selecting the important features or fac
tors. For example, Semerdjian and Frank (2017) 
extracted the important risk factors for diabetes 
using an RF-based model and then utilised five tech
niques (LR, KNN, RF, SVM, and gradient boosting 
(GB)) for prediction of diabetes, and GB achieved the 
higher AUC of 0.84.

Maniruzzaman et al. (2018) proposed an ML-based 
system by the combination of six risk factor identifica
tion methods (RF, LR, MI, PCA, ANOVA, and FDR) 
and 10 ML techniques (LDA, QDA, NB, ANN, GPC, 
SVM, Adaboost (AB), LR, DT, and RF) for prediction 
of diabetes. Zou et al. (2018) also proposed an ML 
system by the combination of two feature selection 
methods (PCA and minimum redundancy of maxi
mum relevance (mRMR)) and three models (DT, 
ANN, and RF) for the prediction of diabetes patients. 
Both studies suggested that the highest accuracy was 
obtained by RF (Maniruzzaman et al., 2018; Zou et al., 
2018). Dagliati et al. (2018) imputed the missing values 
by RF and proposed an LR-based model for the pre
diction of diabetes complications (retinopathy, neuro
pathy, or nephropathy) and their proposed model 
provided the highest accuracy of 83.8%. Mohapatra 
et al. (2019) and Xiong et al. (2019) adopted MLP for 
the prediction of diabetes and obtained the highest 
classification accuracy. Xie et al. (2019) also intro
duced LR for the identification of risk factors of dia
betes and employed four (LR, SVM, DT, and NN) 
techniques to classify diabetic patients. NN obtained 
ACC of 82.4%. Islam et al. (2020) used six ML-based 
techniques, including SVM, RF, LDA, LR, KNN, and 
bagged classification and regression tree (Bagged- 

Table 6. Distinction between the current study against previous studies.
Authors Sample size Classifier types Performance

Nai-arun and Moungmai (2015) 30,122 ANN, DT, LR, RF, NB, ACC: 85.6%
Zheng et al. (2017) 123,241 KNN, NB, DT, RF, SVM, LR AUC: 0.98
Semerdjian et aand Frank (2017) 5515 LR, KNN, RF GB,SVM AUC: 0.84
Maniruzzaman et al. (2017) 768 LDA, QDA, NB, GPC ACC: 82.0%
Maniruzzaman et al. (2018) 768 LDA, QDA, NB, ANN, GPC, SVM, AB, LR, DT, RF ACC: 92.3%
Zou et al. (2018) 220,680 DT, RF, NN ACC: 80.8%
Dagliati et al. (2018) 973 LR ACC: 83.8%
Mohapatra et al. (2019) 768 MLP ACC: 77.5%
Sneha and Gangil (2019) 768 SVM, RF, NB, DT, and KNN ACC: 82.3%
Xie et al. (2019) 138,146 LR, SVM, DT, NN ACC: 82.4%
Xiong et al. (2019) 11,845 MLP, AD, RF, SVM,GTB ACC: 87.0%
Islam et al. (2020) 1569 SVM, RF, LDA, LR, KNN, CART ACC: 94.3%
Kaur and Kumari (2020) 768 SVM (linear+RBF), KNN,ANN, MDR ACC: 89.0%
Adua et al. (2021) 438 NB, KNN, SVM, and DT ACC: 93.0%
Current study 4922 & 4936 LR, NB, J48, MLP, RF ACC: 95.6%

Bold values indicate the proposed method results.

HEALTH SYSTEMS 249



CRT) for predicting the risk of T2D. Among six tech
niques, Bagged-CART attained the highest perfor
mance score with ACC of 94.3%. Kaur and Kumari 
(2020) implemented five predictive models as SVM 
with linear and RBF kernels, k-NN, ANN, and multi
factor dimensionality reduction (MDR) to classify dia
betes patients. SVM-linear performed with a higher 
ACC of 89.0%. Sneha and Gangil (2019) and Adua 
et al. (2021) implemented NB-based model for accu
rate risk predictions of diabetes disease and attained 
the highest classification ACC of 93.0%.

Our study illustrated that the RF-based predictive 
model achieved the highest performance score with 
ACC of 95.6% compared to previous studies (see, 
Table 6). Finally, it may be concluded that RF-based 
is the best predictive model for classification and pre
diction of T2D diseases. The RF-based predictive 
model performs better. Some of the key reasons are 
as follows: (i) it is appropriate for both nonlinear and 
non-normal data; (ii) it avoids over-fitting of the data 
and provides robustness to noise; (iii) it is adaptable to 
both categorical and continuous data; and (iv) it fits 
well for data imputation and cluster analysis.

4.2. Limitation and extension of the study

The dataset used in this study was cross-sectional, with 
only 14 attributes. Despite the fact that the current 
study’s goal was to identify risk factors of T2D using 
only MLR. Different feature extraction techniques 
could be used as PCA, information gain (IG), relief, 
and so on. This study presented only ML-based tech
niques for predicting T2D. This study can be extended 
to any deeper models like deep learning, and multi- 
objective reinforcement learning (MORL) for the pre
diction of T2D and compared their performance, 
especially with this current study.

5. Conclusion

Diabetes is a leading cause of chronic and non- 
communicable diseases worldwide, with its prevalence 
increasing over time. In this paper, an attempt has 
been made to build an ML-based system using 
a combination of MLR and five different ML-based 
predictive models for the prediction of T2D. MLR 
results show that age, education, marital status, SBP, 
smoking, and BMI were the prominent risk factors in 
T2D for 2009–2010, whereas age, race, marital status, 
SBP, DBP, DC, PA, smoking, and BMI in 2011–2012. 
Our experimental results exhibit that among the five 
predictive models; the RF-based model provides excel
lent performance scores for the prediction of T2D. 
Based on our findings, we can easily create a web- 
based tool that will assist physicians in making an 
initial decision about identifying T2D patients and 

controlling the diabetes disease at an early stage, ulti
mately reducing the burden on the health system.
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