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Commentary: Reliability in research

Clinicians	perform	several	measurements	 for	 assessing	 the	
disease	severity,	deciding	the	treatment	plan,	and	assessing	the	
treatment	outcome.	The	trustworthiness	of	a	test	is	measured	
by	its	reliability	as	well	as	the	ability	of	clinicians	to	replicate	it.	
The	“Reliability”	of	a	scoring	system	is	defined	as	the	stability	
or	consistency	of	the	measurement	method.	In	other	words,	
it	describes	the	ability	of	a	particular	test	to	produce	similar	
results	in	different	circumstances.[1]

The	 clinical	measurements	 are	 rarely	 perfect	 as	 all	 the	
instruments	and	observers	have	some	internal	inconsistency.	
Hence,	any	observed	score	(O)	can	be	considered	as	a	function	
of	two	components,	that	is,	O	=	T	(true	score)	±	E	(measurement	
error).	Hence,	a	test	with	a	reliability	of	0.9	means	that	90%	
of	the	observed	score	is	true,	whereas	the	rest	10%	is	due	to	
error.	Measurement	errors	are	of	two	types,	that	is,	systematic	
and	random.	Systematic	errors	are	predictable	errors	that	are	
usually	unidirectional,	 constant,	 and	biased,	 for	 example,	
the	 learning	 effect.	Usually,	 re‑tests	 in	 such	a	 situation	 are	
consistently	higher	than	the	prior	tests.	Such	errors	affect	the	
validity	of	a	test	and	not	its	reliability.	Random	errors	occur	
due	to	chance	and	are	unpredictable	and	affect	the	reliability	
of	a	test.[1]

There	are	four	main	types	of	reliability,	that	is,	test–retest,	
interrater,	parallel	forms,	and	internal	consistency.	“Test–retest” 
reliability	measures	the	consistency	of	a	test	when	it	is	repeated	
on	the	same	sample	at	different	points	of	time.	It	is	applicable	
in	situations	that	either	do	not	involve	raters	or	the	rater	effect	
is	neglectable,	for	example,	questionaries.	“Intrarater reliability” 
measures	 the	 consistency	 of	 a	 test	when	 it	 is	 repeated	by	
the	 same	rater.	“Interrater reliability”	measures	 the	degree	of	
agreement	between	different	 researchers	assessing	 the	 same	
thing.	“Parallel forms”	 reliability	measures	 the	 correlation	
between	two	tests	that	are	designed	to	measure	the	same	thing.	
“Internal consistency” measures	the	correlation	between	multiple	
items	of	a	test	that	are	intended	to	measure	the	same	variable.[2]

We	congratulate	the	authors	for	describing	and	validating	
their	 inflammatory	 score	 system	 for	 grading	 infectious	
endophthalmitis.[3]	They	measured	the	intrarater	and	interrater	
reliability	using	 the	 interclass	 correlation	 coefficient	 (ICC).	
ICC	was	first	 introduced	in	1954	by	Fisher	et al.[2,4]	McGraw	
and	Wong	have	defined	10	forms	of	ICC	on	the	basis	of	their	
“model,”	“type,”	and	“definition.”[2,4,5]	It	is	important	to	select	
the	correct	form	of	ICC	for	any	study	evaluating	the	reliability	
of	a	test/score.

There	are	 three	 types	of	“models,”	 the	 selection	of	which	
depends	 on	 the	 characteristics	 of	 the	 raters.	One-way 
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random‑effects model (Model 1) is	 used	when	 each	group	of	
subjects	is	rated	by	a	different	set	of	raters.	This	model	is	rarely	
used	as	most	of	the	studies	involve	the	same	set	of	raters,	except	
for	multicentric	trials.	A	two‑way random‑effects model (Model 2) 
is	used	when	the	raters	are	selected	randomly	from	a	larger	set	
of	raters	with	similar	characteristics.	It	is	used	for	generalizing	
the	reliability	results	to	all	the	raters	with	similar	characteristics	
such	as	retina	surgeons	with	the	same	years	of	experience.	This	
is	 the	most	 commonly	used	model.	A	 two‑way mixed‑effects 
model (Model 3) is	used	if	the	selected	raters	are	the	only	raters	
of	interest	and	can	be	used	to	assess	intrarater	reliability.[2,4,5]

The	selection of “type” depends	on	the	number	of	readings	
taken	for	the	measurement,	that	is,	“single” or “mean of multiple 
measurements.”	Averaging	is	expected	to	reduce	the	variability	
among	scores,	thus	ICC	values	based	on	the	mean	of	multiple	
measurements	will	 always	be	higher	 than	values	based	on	
single	measures.	Hence,	 inappropriate	 “type”	 selection	 can	
produce	inaccurate	are	perhaps	better	and	impressive	results,	
leading	to	the	well‑known	positive	publication	bias.[2,4,5]

The	 selection	 of	 “definition”	 depends	 on	 the	 type	 of	
relationship,	that	is,	absolute agreement	(if	raters	assign	exactly	
the	same	score)	and	consistency (if	raters’	scores	are	correlated	
in	an	additive	manner).	 In	other	words,	consistency	merely	
reflects	the	extent	to	which	the	two	sets	of	scores	have	a	similar	
sequence	when	arranged	in	ascending	order.	For	example,	the	
score	set	“10,	20,	30,	and	40”	has	the	same	sequence	as	the	set	
“20,	30,	40,	and	50.”	They	are	perfectly	correlated;	however,	the	
two	sets	are	not	identical	to	each	other.	This	difference	is	seen	
when	calculated	is	done	with	the	absolute	agreement	option.	
The	value	produced	with	 the	 consistency	option	 is	usually	
higher	than	with	the	absolute	option	and	can	be	misleading.	
Both	types	of	definitions,	that	is,	consistency	and	absolute,	are	
available	within	models	2	and	3,	whereas	only	 the	absolute	
option	is	relevant	for	model	1.[2,4,5]

The	 calculation	 in	 different	 forms	 of	 ICC	 is	 based	 on	
different	assumptions	and	leads	to	different	 interpretations.	
The	same	set	of	data	can	produce	different	results	depending	
on	the	selections	made	for	the	analysis.	Hence,	it	is	imperative	
to	mention	details	related	to	 the	software,	model,	 type,	and	
definition	while	reporting	ICC.	The	readers	should	check	for	all	
this	information	while	interpreting	ICC	values	reported	in	any	
research	article.	It	has	been	suggested	that	at	least	three	raters	
should	perform	the	measurement	on	a	sample	size	of	at	least	
30	to	get	meaningful	results.	ICC	values	<0.5,	0.5–0.75,	0.75–0.9,	
and	>0.9	are	indicative	of	poor,	moderate,	good,	and	excellent	
reliability,	respectively.	The	95%	confidence	interval	(CI)	range	
may	involve	two	or	more	grades	of	reliability.	For	example,	

the	level	of	reliability	for	95%	CI	of	an	ICC	score	of	0.76–0.94	
can	be	regarded	as	“good’	to	“excellent.”[2,4,5]
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