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Abstract

Introduction: Orofacial somatosensory inputs modify the perception of speech sounds. Such 

auditory-somatosensory integration likely develops alongside speech production acquisition. We 

examined whether the somatosensory effect in speech perception varies depending on individual 

characteristics of speech production.

Methods: The somatosensory effect in speech perception was assessed by changes in category 

boundary between /e/ and /ø/ in a vowel identification test resulting from somatosensory 

stimulation providing facial skin deformation in the rearward direction corresponding to 

articulatory movement for /e/ applied together with the auditory input. Speech production 

performance was quantified by the acoustic distances between the average first, second and third 

formants of /e/ and /ø/ utterances recorded in a separate test.

Results: The category boundary between /e/ and /ø/ was significantly shifted towards /ø/ due to 

the somatosensory stimulation which is consistent with previous research. The amplitude of the 

category boundary shift was significantly correlated with the acoustic distance between the mean 

second – and marginally third – formants of /e/ and /ø/ productions, with no correlation with the 

first formant distance.

Discussion: Greater acoustic distances can be related to larger contrasts between the articulatory 

targets of vowels in speech production. These results suggest that the somatosensory effect in 

speech perception can be linked to speech production performance.
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Introduction

Multisensory integration in speech perception has been mostly investigated between the 

auditory and visual modalities (Benoît et al., 1994; Erber, 1969; Grant & Seitz, 2000; Fort 

et al., 2010), as wonderfully demonstrated with the well-known McGurk effect (McGurk 

& MacDonald, 1976). Still, in addition to the visual modality, the somatosensory system 

also intervenes in speech perception. Indeed, Ito et al (2009) showed that an orofacial 

somatosensory stimulation associated with facial skin deformation changes the classification 

of a speech sound between /ɛ/ and /a/ systematically depending on the direction and 

temporal pattern of the stimulation. This effect was consistently induced both for adults 

and children (Trudeau-Fisette et al., 2019). Orofacial somatosensory stimulation can also 

modify the lexical perception of a given sequence involving ambiguous word segmentation, 

depending on the timing of the stimulation relative to the timing of the corresponding 

articulatory movement (Ogane et al., 2020).

In these studies, the underlying interpretation could be related to the findings that 

the somatosensory inputs associated with facial skin deformation provide kinaesthetic 

information on speech articulatory movements. Indeed, microneurographic studies showed 

that facial skin deformation by orofacial movements including speech gestures activates 

cutaneous mechanoreceptors in the orofacial region (Johansson et al., 1988; Nordin 

& Thomander, 1989). Moreover, behavioural studies showed that external stimulation 

associated with facial skin deformation induces speech-related compensatory reflex during 

speaking (Ito & Gomi, 2007) and adaptive change over the course of speech training (Ito 

and Ostry 2010). These data support the idea that the effect of the somatosensory inputs in 

speech perception could be related to their role in speech production. This is in line with 

the role of somatosensory interactions in the recalibration of speech perception by speech 

motor learning. In fact, Ohashi and Ito (2019) specifically showed that somatosensory inputs 

applied during a speech motor learning task induced a recalibration of speech perception. 

Perceptual training with somatosensory inputs also changed the perceptual boundary in a 

vowel categorization task (Ito and Ogane 2022). Altogether, these studies are in line with 

the assumption that the role of somatosensory inputs in speech perception is related to a 

functional link between speech production and speech perception processes.

A link between speech production and perception has been proposed and investigated for 

more than 50 years within the framework of the Motor Theory of Speech Perception 

(Liberman et al., 1967) and the Direct Realist Theory of Speech Perception (Fowler, 1986). 

More recently, the Perception-for-Action-Control Theory (PACT) (Schwartz et al., 2012) 

suggests that a speech unit is neither purely auditory nor motor but rather perceptuo-motor. 

Thus, procedural knowledge from speech production together with sensory information 

from the auditory, visual and somatosensory systems which shape the articulatory gestures, 

both contribute to the makeup of phonetic representations and, ultimately, of the speech 

perception process. The PACT framework accounts for the perceptual modulation induced 

by speech motor learning using a Bayesian model (Patri et al., 2018). The principled link 

between speech perception and speech production at work in PACT allows to hypothesise 

that the auditory-somatosensory integration mechanism involved in speech perception could 
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be calibrated based on performance in speech production, and hence depend on the 

acquisition of speech production mastery for each individual.

The principle of a production-perception link has also been directly investigated by 

comparing speech production and speech perception abilities. Indeed, it has been repeatedly 

shown that better auditory acuity in a speech sound discrimination task is associated with 

larger articulatory and acoustic distances between speech targets and hence more precise 

targets in speech production (Franken et al., 2017; Perkell et al., 2004). Chao et al. (2019) 

also demonstrated that the perceptual category boundary between two target vowels was 

closer to the category with the smaller variability in production, and hence that the boundary 

between the two vowel categories in production, determined according to the variability of 

utterances for each category, was strongly correlated across individuals with the perceptual 

category boundary between the two vowels. Furthermore, Ghosh et al. (2010) showed 

that variations in auditory and somatosensory discrimination were also correlated with 

the magnitude of contrast between the sibilants /s/ and /∫/. All this suggests that speech 

production and speech perception abilities are closely linked and shaped in relation with 

individual variability.

It is generally considered that the production-perception link is settled and/or shaped 

through development. Speech production abilities are different between adults and children. 

For example, adults show less variability and more acoustic contrast between vowels in 

speech production (e.g. Vorperian and Kent 2007). While sensorimotor influences in the 

processing of speech perception can be observed in infancy (DePaulis et al. 2011, Bruderer 

et al. 2015), Vilain et al., (2019) specifically showed that the emergence of babbling in 

infants is important for the extraction of vowel-independent plosive representations, and 

Kuhl et al. (2014) showed cortical maturation of the perceptuo-motor link in relation to 

speech production development. In consequence, since the somatosensory role in speech 

perception is supposed to be related to speech production processes, this role should evolve 

along with the development of speech production. Indeed, Trudeau-Fisette et al (2019) 

showed that the size of the somatosensory effect in vowel perception was larger in adults 

than in children. This is also in line with the view that the development of multisensory 

integration depends upon the maturation of individual sensory systems (Gori, 2015). 

Considering that differences in developmental trajectories result in individual variability in 

speech production, our assumption is that the variability in speech production might also be 

related to the variability in the magnitude of the somatosensory effect in speech perception.

The current study explores this assumption. The experiment consists of a within-subjects 

procedure, in which participants are involved in both a speech perception task with 

somatosensory stimulation and a speech production task. The somatosensory effect in 

speech perception was quantified by the amount of category shift in a vowel identification 

test between the front mid-high French vowels /e/ (unrounded) and /ø/ (rounded), 

as performed in Trudeau-Fisette et al. (2019). For characterizing speech production 

performance, we recorded the corresponding vowels /e/ and /ø/ from the same participants, 

and evaluated the acoustic distance in the first, second and the third formant frequencies 

(F1, F2 and F3) between those vowels. Then, we carried out correlation analyses between 

acoustic distances in speech production and the amplitude of the somatosensory effect in 
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speech perception. This analysis was applied in F1, F2 and F3 respectively. As known from 

previous studies, we expected that F2 would predominantly represent the acoustical contrast 

between /e/ and /ø/, while F1 should be stable from one category to the other (Ménard et 

al., 2008). F3 may also separately represent the articulatory lip rounding contrast for high 

front vowels (Lindblom & Sundberg, 1971; Schwartz et al., 1993). Therefore, we expected 

to observe a correlation with F2 and possibly F3 but not with F1.

Methods

Participants

Nineteen native speakers of French participated in this study. The participants had no 

neurological deficits in hearing and speaking. All the participants signed the consent form 

approved by the local ethical committee of the Université Grenoble Alpes [Comité d’Ethique 

pour la Recherche, Grenoble Alpes (CERGA-Avis-2021-8)].

Experimental Procedure

All participants took part in both a speech perception test with somatosensory stimulation 

and a speech production test. These two tests were carried out in a single session. The 

perception test with somatosensory stimulation was followed by the production test. For the 

speech perception test with somatosensory stimulation, we applied the vowel identification 

test used in Trudeau-Fisette et al., (2019), in which participants were asked to identify 

the presented vowel stimuli as /e/ or /ø/. The auditory stimuli were the ones produced 

in Trudeau-Fisette et al. (2019). Those are isolated vowel sounds with 300 ms duration 

and consisted of 8 members of a synthesised /e/-/ø/ continuum (stimuli no. 1 to 8 in 

Trudeau-Fisette et al. (2019)). The formant values of the speech stimuli and details of the 

synthesis procedure can be found in Trudeau-Fisette et al. (2019). Briefly, the continuum 

was synthesized according to the procedure in Ménard & Boe (2004) using an articulatory 

synthesizer. In this continuum, F2, F3 and F4 were equally shifted in steps of 30, 40 and 50 

Hz respectively while F1 and F5 were kept constant respectively at 364 Hz and 4000 Hz. 

The values of F2, F3 and F4 were respectively at 1922, 2509, and 3550 Hz for /e/ at one 

edge of the continuum, and at 1712, 2229, and 3200 for /ø/ at the other end. Auditory stimuli 

were presented via a loudspeaker, set in front of the participant, with a comfortable listening 

level. The somatosensory perturbation associated with facial skin stretch was presented with 

a small robotic device (Phantom 1.0, 3D Systems; see all details on this system in Ito et al., 

2009). The robot has a wire on its arm. Two plastic tabs (2 × 3 cm) from the other end of the 

wire are attached laterally to the sides of the mouth of the participant with double-sided tape 

(Figure 1(a)). The system was programmed to produce a sinusoidal temporal pattern with a 

peak force of 4N, with a 90-ms lead of the somatosensory stimulation onset relative to the 

auditory stimulus onset (Figure 1(b)). This 90-ms somatosensory lead was chosen because it 

successfully altered perception of speech sounds in a previous study (Ito et al., 2009).

The somatosensory perturbation was applied in the rearward (posterior) direction based on 

the assumption that skin deformation along this axis can represent somatosensory inputs 

corresponding to articulatory movement for production of the lip-spread vowel /e/. We 

tested two conditions: auditory condition (control) and auditory-somatosensory condition 
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(skin-stretch). These two conditions were alternated every 8 trials, in which the 8 members 

of the synthesised /e/-/ø/ continuum were presented in random order. In total, 24 blocks of 8 

trials were tested.

For assessing speech production performance, we recorded the monosyllabic words “dé” 

(English “dice”, /de/) and “deux” (English “two”, /dø/) using a picture naming test. The 

participants were asked to speak aloud the word corresponding to the picture shown on 

a monitor in a usual speaking manner. Six repetitions were recorded for each word. The 

current experiment is part of a larger protocol, which is designed for hearing impaired 

individuals with hearing aids/cochlear implant devices. In this protocol involving a longer 

recording session, we also carried out a noisy-digit identification test to assess speech 

perception in noise, together with recordings of speech production for a broad range of 

vowels. This is why, in order to make the total experimental time acceptable, we recorded 

only six repetitions in the present vowel production task.

Statistical Analysis

In the perceptual experiment, the probability of /ø/ responses was calculated for each of 

the 8 stimuli for each participant and each condition. Using these judgement probability 

values, individual psychometric functions were estimated in each condition (control and 

skin-stretch), to obtain the point of subjective equality (PSE) at the 50% crossover boundary 

value. This PSE value represents the category boundary between the two vowels and has 

been used to assess the somatosensory effect in previous studies (Ito et al. 2009, Trudeau-

Fisette et al. 2019). Repeated-measures ANOVA was applied to compare PSE values 

between the conditions (control and skin-stretch). The amplitude of the somatosensory effect 

in speech perception was quantified using the difference in PSE between the skin-stretch and 

control conditions.

F1, F2 and F3 frequencies were extracted using PRAAT (Boersma & Weenink, 2001) in 

order to evaluate individual variations in production performance. The obtained formants 

were temporally averaged in a 40 ms time window centered on the middle of the manually 

detected period of target vowel production (see Figure 3(a)). The speech production index 

was computed separately for F1, F2 and F3 as the acoustic distance in Hz between mean 

values of the six /e/ vs. /ø/ utterances.

Correlation analyses with Pearson correlation coefficients between perception and 

production performance among the 19 participants were then separately computed between 

the index of somatosensory effect in speech perception and each of the three indices of 

speech production as characterized respectively by F1, F2 and F3.

Results

The perceptual data successfully replicated the results obtained by Trudeau-Fisette et al. 

(2019), showing that perception of the /e/-/ø/ contrast was modified by the somatosensory 

perturbation associated with facial skin deformation. Figure 2(a) shows a representative 

example of the judgment probability for each of the 8 stimuli and the estimated 

psychometric function of an individual participant. The estimated psychometric function 
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was shifted towards the right (i.e. towards /ø/) in the skin-stretch condition, indicating that 

more stimuli were identified as the vowel /e/ in the skin-stretch condition. Figure 2(b) shows 

the mean PSE values in control and skin-stretch conditions. A one-way repeated-measures 

ANOVA showed a significant difference between control and skin-stretch conditions (F 

(1,18) = 7.42, p = 0.01).

Considering production data, Figure 3(a) represents the temporal pattern of the sound 

signal for one utterance of the word “dé” and “deux” (top panel) and the corresponding 

spectrogram (bottom panel). Horizontal solid lines represent the three formants (F1, F2 

and F3) extracted using PRAAT. As shown in this representative example, F1 is similar, 

but F2 and F3 are different between the two vowels. Figure 3(b) represents the formant 

values averaged across participants, with the corresponding standard error. Notice that the 

variability in formant values from one utterance to another of the same vowel is rather low 

for all participants (standard deviations of formant values for each vowel category and each 

participant and then averaged across participants are around 15 Hz for F1, 50 Hz for F2 

and 60 Hz for F3 for both /e/ and /ø/). The acoustic distance between mean values for /e/ 

and /ø/ stays very small in F1, but large in F2 and F3. As expected, the acoustical contrast 

between /e/ and /ø/ hence appears as well represented in F2 and in F3.

We then correlated the somatosensory effect in vowel identification (PSE difference) with 

speech production indices that are acoustic distance in F1, F2 or F3 between the target 

vowels /e/ and /ø/. Figure 4 represents scatter plots together with the regression line and 95 

% confidence interval for each correlation display. While there is no significant correlation 

with F1 (r (17) = 0.17, p = 0.49), there is a significant correlation with F2 (r (17) = 0.48, 

p = 0.03) and correlation is marginally significant with F3 (r (17) = 0.41, p = 0.08). This 

indicates that larger somatosensory effects in speech perception are obtained for participants 

who have a larger difference between /e/ and /ø/ in F2 and/or F3 in speech production. Since 

the target vowels are contrasted in F2 and in F3 as shown in Figure 3, these correlation 

results suggest that the production of the contrast for the corresponding vowels can be 

related to the somatosensory-auditory interaction in speech perception.

Discussion

In the present study, we examined whether the somatosensory effect in speech perception 

correlates with individual variability of speech production. We successfully replicated the 

findings by Trudeau-Fisette et al (2019) showing that the category boundary between /e/ 

and /ø/ was shifted towards /ø/ when a somatosensory stimulation associated with rearward 

skin stretch was applied. Importantly, we found a reliable correlation between the size of this 

somatosensory effect and the acoustic distance between /e/ and /ø/. This correlation was seen 

in F2 and marginally in F3, but not in F1.

The results from the current study confirm our expectation that the somatosensory effect 

and, accordingly, the auditory-somatosensory integration mechanism in speech perception 

might vary in relation with the production performance of participants. They shed light 

on the way this relation seems to operate, with larger acoustic distances between vowel 

targets leading to a larger somatosensory effect. A possible interpretation, in line with the 
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previously cited studies showing a link between sensory and motor precision (Franken et 

al., 2017; Ghosh et al., 2010; Perkell et al., 2004), could be that if /e/ and /ø/ targets are 

far apart, this should correspond to a large articulatory gesture with a large movement 

of the face, associated with a large contrast in somatosensory configurations between the 

targets. Individuals with such a large acoustic distance would hence be more sensitive 

to the somatosensory contrast between the vowels, and in consequence, display a larger 

somatosensory effect in perception. The correlation between the somatosensory effect in 

perception and the acoustic distance between /e/ and /ø/ targets in production is significant 

for F2 but only marginally for F3, which could be related to the larger acoustic variation 

between the two vowels in F2 than in F3 (see Fig. 3, showing that the mean distance is 547 

Hz in F2 vs. 345 Hz in F3, with also lower standard deviations in F2 than in F3). This is 

likely related to the fact that F3 is known to be a correlate of lip rounding for high (/i/ vs. /y/) 

rather than for mid-high (/e/ vs. /ø/) vowels (Lindblom & Sundberg, 1971).

The correlation between speech production performance and the magnitude of the 

somatosensory effect in speech perception fits well with the assumption that the 

development of the somatosensory function and of auditory-somatosensory integration in 

speech perception could be related to the acquisition of speech production. This possibility 

is also in line with the findings by Trudeau-Fisette et al. (2019) that the somatosensory effect 

in the perception of speech sounds was larger in adults than in children. Indeed, the not-yet-

mature speech production in children would result in having an auditory-somatosensory 

integration still under development, and hence a smaller somatosensory effect in speech 

perception for children compared to adults. Interestingly, such developmental differences 

in auditory-somatosensory integration related to speech production abilities could have 

important consequences considering hearing impaired individuals who use cochlear 

implants. Since there is a critical period concerning neural plasticity in the auditory cortex 

during early childhood (Kral & Sharma, 2012), both hearing and speaking abilities of these 

individuals are very dependent on age of implantation and usage period of the cochlear 

implants (Cardon et al., 2012). We therefore anticipate that investigating the somatosensory 

effect in hearing impaired individuals equipped with cochlear implants could provide further 

information on such underlying mechanisms, and the relationship between this effect and 

speech production performance.
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Figure 1. 
(a) Experimental setup for vowel identification test with somatosensory stimulation. 

Reproduced with permission from (Ito & Ostry, 2010). (b) Temporal relationship between 

the somatosensory stimulation (onset, dotted line) and the auditory stimulation (onset, plain 

line).
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Figure 2. 
(a) Judgment probabilities and estimated psychometric function for a representative 

participant. The horizontal dotted line shows the 50th percentile of the judgment probability. 

The point where it crosses the estimated psychometric function is the PSE which represents 

the category boundary between the two vowel targets. (b) Mean PSE values in control and 

skin-stretch conditions. Error bars show the standard error.
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Figure 3. 
(a) Temporal pattern of target words ‘dé’ and ‘deux’ (top panel) and corresponding 

spectrograms (bottom panel). The trajectories of the three formants (F1, F2 and F3) 

extracted using PRAAT are displayed by thick solid lines. The 40ms time window used 

for formant measurement is temporally set at the middle of the vowel and marked by the two 

vertical thin solid lines. (b) Averaged formant values across participants. Error bars show 

standard error.
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Figure 4. 
Scatterplots of perception index (PSE differences) against production index (differences 

between /e/ and /ø/ in F1, F2 and F3). Solid lines represent the regression line and the 

shaded area represents 95% confidence intervals.
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