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Over the past decade, deep learning (DL) has been suc-
cessfully applied in various medical imaging applica-

tions, such as tumor segmentation (1). However, state-of-
the-art performance of DL models depends largely on the 
use of diverse training data. The establishment of a central-
ized, large-scale, multi-institutional labeled medical imag-
ing dataset is not only challenging and costly, but compli-
ance with General Data Protection Regulation and Health 
Insurance Portability and Accountability Act guidelines is 
often associated with various legal, privacy, security, and 
data ownership obstacles (2).

One way to overcome these obstacles is through feder-
ated deep learning (Fed-DL) (3,4), in which model train-
ing is distributed among multiple sites by exchanging 
model data instead of raw patient data via the network, 
decoupling the need for a centralized dataset. Several re-
cent works (5–7) have demonstrated that Fed-DL pro-
vides a promising solution to training DL models while 
protecting patient privacy. Current Fed-DL research 
focuses mainly on algorithm performance evaluation 

between centralized and federated trained models. For in-
stance, Sheller et al (8) demonstrated that Fed-DL could 
achieve similar performance to centralized models when 
data were split and distributed among 10 sites. Lee and 
Shin (9) showed similar findings using an imbalanced 
number of scans among sites. However, little is known re-
garding the impact of data differences on Fed-DL model 
performance in tumor segmentation.

In general, Fed-DL requires that data distributions 
among sites are independent and identically distributed 
(IID) to achieve comparable performance to that of a 
centralized model. However, real-world datasets are often 
non-IID because of differences in factors such as disease 
manifestation, imaging protocols, or patient populations, 
leading to potential degradation of model performance. 
Zhao et al (10) reported that the accuracy of federated 
models decreased when the earth mover’s distance (EMD) 
of non-IID natural image datasets increased, but the au-
thors did not compare federated and centralized models. 
To provide a benchmark for the evaluation of Fed-DL 
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Purpose:  To investigate the correlation between differences in data distributions and federated deep learning (Fed-DL) algorithm per-
formance in tumor segmentation on CT and MR images.

Materials and Methods:  Two Fed-DL datasets were retrospectively collected (from November 2020 to December 2021): one dataset of 
liver tumor CT images (Federated Imaging in Liver Tumor Segmentation [or, FILTS]; three sites, 692 scans) and one publicly avail-
able dataset of brain tumor MR images (Federated Tumor Segmentation [or, FeTS]; 23 sites, 1251 scans). Scans from both datasets 
were grouped according to site, tumor type, tumor size, dataset size, and tumor intensity. To quantify differences in data distributions, 
the following four distance metrics were calculated: earth mover’s distance (EMD), Bhattacharyya distance (BD), χ2 distance (CSD), 
and Kolmogorov-Smirnov distance (KSD). Both federated and centralized nnU-Net models were trained by using the same grouped 
datasets. Fed-DL model performance was evaluated by using the ratio of Dice coefficients, θ, between federated and centralized models 
trained and tested on the same 80:20 split datasets.

Results:  The Dice coefficient ratio (θ) between federated and centralized models was strongly negatively correlated with the distances 
between data distributions, with correlation coefficients of −0.920 for EMD, −0.893 for BD, and −0.899 for CSD. However, KSD was 
weakly correlated with θ, with a correlation coefficient of −0.479.

Conclusion:  Performance of Fed-DL models in tumor segmentation on CT and MRI datasets was strongly negatively correlated with the 
distances between data distributions.
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Liver Tumor CT Dataset
We established a hepatic CT dataset for the training and vali-
dation of Fed-DL models of liver tumor segmentation, which 
we named Federated Imaging of Liver Tumor Segmentation 
(FILTS).

For the construction of FILTS, we retrospectively collected 
692 hepatic contrast-enhanced CT scans from three sites, in-
cluding 131 scans from the Liver Tumor Segmentation (LiTS) 
challenge (site A, Europe) (12), 156 scans from Massachusetts 
General Hospital (site B, the United States), and 405 scans 
from the Second Affiliated Hospital at Zhejiang University 
School of Medicine (site C, China). All scans at site B and site 
C were collected for liver tumor segmentation. The inclusion 
criteria were as follows: (a) at least one focal liver lesion diag-
nosed using CT, (b) confirmation of malignant tumors with 
corresponding pathology reports, and (c) diagnosis of benign 
lesions through pathologic analyses or a combination of typi-
cal image performance and clinical data. As a result, 15 scans 
that did not contain any focal liver lesions were excluded (Fig 
1A). The collected scans were acquired by using different imag-
ing protocols with CT scanners by various manufacturers (GE, 
Siemens, and Philips), with a largely varying in-plane resolu-
tion from 0.52 mm to 1.0 mm and section thickness from 0.45 
mm to 6.0 mm (Fig 1B).

LiTS is a publicly available liver CT dataset (https://competi-
tions.codalab.org/competitions/17094), which was collected from 
seven hospitals and research institutions in Europe. As the insti-
tute information of each scan was removed, we treated LiTS as 
site A with heterogeneous scans. LiTS only provides portal venous 
phase liver CT images, which were acquired with different CT 
scanners and acquisition protocols. The primary and secondary 
tumor types in LiTS are hepatocellular carcinoma (HCC) and 
metastases. The segmentations provided by LiTS were reviewed 
by a senior radiologist (with >10 years of experience in abdominal 
CT reading). In total, 734 tumors with an average size of 13.6 
cm3 were annotated, and 75% of these tumors were smaller than 
5 cm3.

Site B data were mainly HCC scans collected from Septem-
ber 2005 to August 2015 at Massachusetts General Hospital, 
acquired with CT scanners by two manufacturers (Siemens and 
GE). Three hepatic phases of CT images were collected: arterial, 
portal venous, and delayed phase. Tumors were contoured in 
portal venous phase with reference to arterial phase on open soft-
ware, 3D Quantitative Imaging (3DQI, version 1.0; https://3dqi.
mgh.harvard.edu) by one junior radiologist (with 3 years of ex-
perience) and confirmed by the senior radiologist. In total, 762 
tumors with an average size of 61.4 cm3 were contoured.

Site C data were hepatic CT scans collected from January 
2016 to December 2018 at the Second Affiliated Hospital at 
Zhejiang University School of Medicine, including three types 
of benign liver tumors (focal nodular hyperplasia [FNH], hem-
angioma, and cysts) and three types of malignant liver tumors 
(HCC, metastases, and intrahepatic cholangiocarcinoma). Pre-
contrast, arterial, and portal venous phase images, acquired with 
CT scanners by three manufacturers (Siemens, GE, and Phil-
ips), were collected. Tumors were contoured by one junior radi-
ologist (with 5 years of experience) using open-source software 

models to differences in data distribution, the Radiological So-
ciety of North America (RSNA) launched the first Federated 
Tumor Segmentation (FeTS) challenge in 2021 focusing on seg-
mentation of brain tumors by using MRI (11).

The purpose of our study was to investigate the correlation 
between the distance of data distributions and the performance 
of Fed-DL models in tumor segmentation on CT and MR im-
ages. To the best of our knowledge, this is the first systematic 
study focusing on the impact of data difference on Fed-DL 
performance in tumor segmentation. Our specific aims were as 
follows: (a) build a large multi-institutional hepatic CT dataset 
for benchmarking Fed-DL performance in liver tumor segmen-
tation, (b) calculate quantitative metrics for measuring the dis-
tance (difference) between data distributions, and (c) investigate 
the correlation between the distances of data distributions and 
the performances of Fed-DL in tumor segmentation.

Materials and Methods
This retrospective, Health Insurance Portability and Account-
ability Act–compliant study was approved by the institutional 
review board for data analysis of internal and external datas-
ets collected at the involved sites, and the need for patient in-
formed consent was waived. All Digital Imaging and Commu-
nications in Medicine images were de-identified at the original 
institutions before being transferred to our study.

Abbreviations
BD = Bhattacharyya distance, CSD = χ2 distance, DL = deep 
learning, EMD = earth mover’s distance, ET = enhancing tumor, 
Fed-DL = federated DL, FeTS = Federated Tumor Segmentation, 
FILTS = Federated Imaging of Liver Tumor Segmentation, FNH = 
focal nodular hyperplasia, HCC = hepatocellular carcinoma, IID 
= independent and identically distributed, KSD = Kolmogorov-
Smirnov distance, LiTS = Liver Tumor Segmentation, NET = 
non-enhancing tumor, Q = quarter, RSNA = Radiological Society 
of North America, SI = signal intensity, UCSF-PDGM = University 
of California San Francisco Preoperative Diffuse Glioma MRI

Summary
Federated deep learning model performance in tumor segmentation 
on CT and MR images was affected by differences in data distribu-
tions, being strongly negatively correlated with the distance between 
data distributions.

Key Points
	■ The Dice coefficient ratio between federated and centralized mod-

els (θ) was strongly negatively correlated to earth mover’s distance 
(EMD) (r = −0.920), Bhattacharyya distance (BD) (r = −0.893), 
and χ2 distance (CSD) (r = −0.899) values between data distribu-
tions, indicating that federated deep learning model performance 
in tumor segmentation on CT and MR images decreases as dis-
tance between datasets increases.

	■ Data distributions of federated models with significantly different 
performances (P < .05) from centralized models had significantly 
higher distances (EMD, BD, and CSD) than those of federated 
models showing no difference in performance.

Keywords
CT, Abdomen/GI, Liver, Comparative Studies, MR Imaging, Brain/
Brain Stem, Convolutional Neural Network (CNN), Federated Deep 
Learning, Tumor Segmentation, Data Distribution
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types of diffuse glioma (astrocytoma, glioblastoma, oligoden-
droglioma), which were histopathologically proven grade 2–4 
tumors, from the newly published University of California San 
Francisco Preoperative Diffuse Glioma MRI (UCSF-PDGM) 
dataset (15) to study the impact of different types of glioma on 
Fed-DL performance. A total of 500 postcontrast T1-weighted 
MRI scans were added to our study.

Data Grouping
We grouped each of the FILTS and FeTS datasets according 
to site, tumor type, tumor size, dataset size, and tumor attenu-
ation (CT) or intensity (MRI) for the evaluation of Fed-DL 
model performance on different types of data distribution. Tu-
mor intensity is the normalized MRI signal intensity (z score) 
of tumors.

Group 1: Different sites.— In FILTS, three subsets were treat-
ed as being from three different sites. Portal venous phase CT 
scans were selected, as this was the only image type provided by 
site A. In FeTS, we selected the three sites that provided more 
than 40 scans (site 1: 512 scans, site 4: 47 scans, and site 18: 
382 scans). Sites with a small number of scans were not consid-
ered, as they could introduce high bias.

Group 2: Different tumor types.— In FILTS, we grouped he-
patic CT images at site C according to six types of liver tumors: 

(ITK-SNAP) (13) and confirmed by the senior radiologist. In to-
tal, 585 tumors with an average size of 38.2 cm3 were contoured.

Figure 2 compares three examples of CT scans from each of 
the three sites and CT attenuation distributions (histograms) of 
tumors among the three sites.

Brain Tumor MRI Dataset
The FeTS 2021 dataset (11) is the first Fed-DL medical im-
age dataset (http://www.synapse.org/brats), which was collected 
from multiple sites with different clinical protocols and con-
tains 1251 total scans (with both images and segmentations). 
FeTS consists of a subset of glioblastoma scans from the Brain 
Tumor Segmentation dataset (14) containing institutional in-
formation and an additional collection of glioblastoma scans 
from other independent institutions. Each scan in FeTS in-
cludes four sequences (pre- and postcontrast T1 weighted, T2 
weighted, and T2 fluid-attenuated inversion recovery). These 
scans have been preprocessed using the same steps, including 
coregistration, resampling (1 × 1 × 1 mm), and skull strip-
ping. Tumors were contoured by one to four readers sharing 
the same contouring standard and were then confirmed by ex-
perienced neuroradiologists. For our study, we performed seg-
mentation of glioblastoma on postcontrast T1 images, which 
includes the nonenhancing tumor (NET) and enhancing tu-
mor (ET) regions. Because FeTS contains only glioblastoma 
data (grade 4 glioma), we additionally collected scans of three 

Figure 1:  (A) Selection criteria and (B) 
characteristics for the Federated Imaging in 
Liver Tumor Segmentation (FILTS) dataset. 
FNH = focal nodular hyperplasia, HCC = 
hepatocellular carcinoma, HEM = heman-
gioma, ICC = intrahepatic cholangiocarci-
noma, LiTS = Liver Tumor Segmentation, ME 
= metastases.

http://radiology-ai.rsna.org
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A by 25% (65 scans) and 50% (43 scans) and increased the 
same number of scans in site B and site C. Thus, the ratio of 
numbers of scans between two subsets decreased from approxi-
mately 1.0 (balanced) to one-third (imbalanced). For FeTS, 
the number of scans between site 4 and site 1 and site 4 and 
site 18 were highly imbalanced, with a ratio of approximately 
1:10. We evaluated the FeTS results in group 1.

Group 5: Different tumor attenuations or intensities.— We 
first halved the FeTS scans into two subsets, quarter (Q) 12 
and Q34, using thresholds of MRI signal intensity (SI) on both 
NET and ET regions at 50%; then, we extracted the lowest in-
tensity quarter Q1 from Q12 and the highest intensity quarter 
Q4 from Q34, using thresholds on both NET and ET regions 
at 25% and 75%, respectively. Thus, we grouped the FeTS 
scans into four subsets, as follows: (a) SI-Q1 (n = 113): NET 
and ET each less than 25%, (b) SI-Q12 (n = 406): NET and 
ET each less than 50%, (c) SI-Q34 (n = 387): NET and ET 
each greater than or equal to 50%, and (d) SI-Q4 (n = 116): 
NET and ET each greater than or equal to 75%. For FILTS, 
certain groups of tumors had large differences in tumor attenu-
ation, such as FNH (hyperattenuated) versus cyst (hypoattenu-
ated). We evaluated results for the FILTS dataset in group 2.

Data Metrics

Distance of data distribution.— Data distribution specifies the 
data range and the relative frequency (probability of occur-
rence) of each data value. A histogram is the most commonly 

hemangioma, FNH, cyst, HCC, intrahepatic cholangiocarci-
noma, and metastases. Arterial phase CT scans were selected 
as certain liver tumor types, such as HCC and FNH, are bet-
ter visualized in arterial phase than in portal venous phase at 
CT. In FeTS, the MRI scans added from UCSF-PDGM were 
grouped into three subsets on the basis of the three types of 
diffuse gliomas.

Group 3: Different tumor sizes.— In FILTS, we grouped all 
scans into four subsets corresponding to tumor size thresholds 
of less than or equal to 15 cm3, greater than 15 cm3 and less 
than or equal to 50 cm3, greater than 50 cm3 and less than 
or equal to 130 cm3, and greater than 130 cm3. In FeTS, we 
grouped all scans from the two largest institutions into six sub-
sets by using thresholds of less than or equal to 3 cm3, greater 
than 3 cm3 and less than or equal to 10 cm3, and greater than 
10 cm3 for site 1 and less than or equal to 2 cm3, greater than 2 
cm3 and less than or equal to 12 cm3, and greater than 12 cm3 
for site 18, respectively. We chose different thresholds to keep 
the number of scans in each subset balanced.

Group 4: Different dataset sizes.— To assess the effect of im-
balanced training datasets on Fed-DL model performance, 
we first randomly selected different subsets from each site in 
FILTS, provided that the total number of scans in the two test-
ing subsets remained the same. Because site A had the fewest 
number of scans (n = 86) among the three sites, we randomly 
selected a similar number of scans (n = 90) from both site B 
and site C. Then, we decreased the number of scans in site 

Figure 2:  (A–C) Example axial CT images of liver tumors at different sites, and (D–F) histograms show differences in CT attenuation distribution across the three sites.

http://radiology-ai.rsna.org
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were trained on an NVIDIA Tesla P40 GPU cluster with 24-
GB memory. Data in each group were randomly split into 
80% for training and 20% for testing, and the results from 
the testing data were evaluated.

More technical details of the Fed-DL implementation are de-
scribed in Appendix S1.

Statistical Analysis
Paired t test was performed to assess the difference in perfor-
mance between a federated model and a centralized model on 
the same dataset. A P value less than .05 rejects the null hy-
pothesis that the mean paired Dice difference between a feder-
ated model and a centralized model is zero and indicates sta-
tistically significant different performances between federated 
and centralized models.

We also calculated the trendline and Pearson correlation co-
efficients to evaluate the association between θ coefficients and 
distance measures. The trendline is a linear function, y = kx + b, 
where the independent variable x is distance and the dependent 
variable y is the θ value. The correlation coefficient is a measure 
of the goodness of fit of a linear relationship between θ and dis-
tance values. Statistical analyses were performed using MedCalc 
(version 19.5.6; MedCalc Software), and graphs were created us-
ing Microsoft Excel (version 2210).

Data Availability
The data and the scripts used to perform study evaluations that 
support the findings will be made publicly available, without 
due reservation.

used statistical method to show data distribution. Four metrics 
were calculated to quantify distance in data distribution: EMD 
(or Wasserstein Distance) (16), Bhattacharyya distance (BD) 
(17), χ2 distance (CSD) (18), and Kolmogorov-Smirnov dis-
tance (KSD) (19).

Performance of tumor segmentation.— The Dice coefficient 
is the most well-known metric to evaluate the performance of 
segmentation. We used the θ coefficient to assess performance 
between a federated model and a centralized model evaluated 
on the same dataset, defined as follows: θ = (Dice of federated 
model)/(Dice of centralized model). In general, θ is less than 
1.0. A θ value close to 1.0 means that the federated model 
achieves similar performance as that of a centralized model in 
tumor segmentation. θ was reported as mean ± standard error, 
of which the standard error was estimated by a method us-
ing bivariate first-order Taylor expansion (https://www.stat.cmu.
edu/~hseltman/files/ratio.pdf ).

We developed a federated implementation of nnU-Net 
(20) based on a server-client architecture and the Fed-Avg 
algorithm (21). For a fair comparison between federated and 
centralized models, we first ran the nnU-Net planning and 
preprocessing task on all scans by using the configuration of 
a three-dimensional U-Net segmentation pipeline, such as 
resampling, normalization, patch size, and data augmenta-
tion parameters. Then, training of either federated or central-
ized models employed the same preprocessed data and the 
same set of hyperparameters. Federated models were trained 
on the scheme of one server and two clients, each client con-
taining one subdataset. All federated and centralized models 

Table 1: Data Distribution and Model Performance Metrics for Different Sites

A. FILTS Dataset

Subset EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

Site A and site B 4.7618 0.0768 0.1387 0.2800 0.7365 0.7533 0.9777 ± 0.1469 .35
Site A and site C 2.9766 0.0356 0.0658 0.2900 0.7389 0.7495 0.9859 ± 0.1885 .37
Site B and site C 2.0255 0.0391 0.0722 0.3400 0.7986 0.8116 0.9839 ± 0.1467 .44

B. FeTS Dataset

Subset and Tumor Region EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

Site 1 and site 4
  NET 1.3490 0.0243 0.0418 0.1300 0.8070 0.8084 0.9983 ± 0.0905 .80
  ET 0.5425 0.0022 0.0042 0.1400 0.8708 0.8812 0.9882 ± 0.0208 .32

Site 1 and site 18
  NET 0.9080 0.0074 0.0145 0.1100 0.8185 0.8220 0.9958 ± 0.0279 .53

  ET 2.4166 0.0127 0.0244 0.1699 0.8717 0.8867 0.9831 ± 0.0569 .27

Site 4 and site 18
  NET 1.5632 0.0336 0.0551 0.0700 0.7626 0.7656 0.9961 ± 0.1809 .52
  ET 1.9616 0.0093 0.0180 0.1500 0.8613 0.8700 0.9901 ± 0.0523 .14

Note.—P values calculated using paired t test. BD = Bhattacharyya distance, Cent-Dice = Dice coefficient of centralized learning, CSD = χ2 
distance, EMD = earth mover’s distance, ET = enhancing tumor, Fed-Dice = Dice coefficient of federated deep learning, FeTS = Federated 
Tumor Segmentation, FILTS = Federated Imaging of Liver Tumor Segmentation, KSD = D statistic of Kolmogorov-Smirnov test, NET = 
nonenhancing tumor.

http://radiology-ai.rsna.org
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Results

Fed-DL Performance on Grouped Data
The performance of Fed-DL models trained on data grouped 
by site, tumor type, tumor size, dataset size, and tumor attenu-
ation or intensity are listed in Tables 1–5.

Different sites.— We found no evidence of a difference be-
tween federated and centralized model performance on data-
sets grouped by site (P > .05, Table 1).

Different tumor types.— Table 2 shows θ values ranging from 
0.877 to 0.982 in FILTS and 0.975 to 0.999 in FeTS. Figure 
3A and 3B show two examples of distance in data distribution 
between HCC versus hemangioma (small distance) and FNH 
versus cyst (large distance). Figure 4 shows the distributions of 
CT attenuation among six types of liver tumors. Of 14 subsets in 

the FILTS dataset, five had significantly different performances 
(P < .05) between federated and centralized models.

Different tumor sizes.— Performance of Fed-DL models 
trained with different groups of tumor sizes are listed in Table 
3A (FILTS) and 3B (FeTS). Average θ values were high in both 
the FILTS (0.980 ± 0.154 [standard error]) and FeTS (0.992 
± 0.075) datasets. Figure 3C and 3D show two examples of 
distance in data distribution between size 1 versus size 2 (small 
tumors) and size 3 versus size 4 (large tumors). Although Dice 
values were higher for large tumors compared with small tu-
mors, the θ values remained similar.

Different dataset sizes.— Table 4 shows the performance 
values of Fed-DL models trained with different numbers of 
scans in FILTS. Lower ratios of numbers of scans (ie, more 
imbalance) led to lower Dice values in both the federated and 
centralized models. However, average θ values remained simi-

Table 2: Data Distribution and Model Performance Metrics for Different Tumor Types

A. Different Tumor Types at Site C of FILTS Dataset

Subset EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

HEM and HCC 3.3443 0.0699 0.1278 0.2800 0.8016 0.8246 0.9722 ± 0.1655 .33
HEM and FNH* 14.0659 0.6334 0.6698 0.2200 0.7515 0.8011 0.9381 ± 0.1755 .04
HEM and cyst 10.0006 0.4519 0.5353 0.2500 0.8116 0.8381 0.9683 ± 0.1694 .05
FNH and cyst* 23.7903 1.4561 0.9029 0.4800 0.6898 0.7871 0.8764 ± 0.1612 .01
HEM and ICC 1.6521 0.0418 0.0733 0.2900 0.7791 0.7964 0.9782 ± 0.1490 .42
HCC and ICC 3.5908 0.0818 0.1282 0.3999 0.7685 0.7829 0.9815 ± 0.1315 .47
FNH and ICC* 14.4280 0.9820 0.7964 0.2699 0.6886 0.7856 0.8765 ± 0.1868 .01
HEM and ME 1.8266 0.0484 0.0835 0.2900 0.7969 0.8146 0.9783 ± 0.1539 .28
HCC and ME 4.8865 0.1363 0.2056 0.1800 0.7605 0.7891 0.9638 ± 0.1718 .11
ICC and ME 1.6564 0.0177 0.0340 0.1300 0.7805 0.7991 0.9767 ± 0.1640 .37
HCC and FNH 10.9597 0.4585 0.5413 0.3200 0.7898 0.8096 0.9755 ± 0.1389 .09
FNH and ME* 15.8082 1.0224 0.8256 0.2400 0.7281 0.8053 0.9041 ± 0.2133 .04
HCC and cyst* 12.8731 0.6264 0.6343 0.3800 0.6899 0.7537 0.9154 ± 0.1418 .01
ME and cyst 8.1806 0.3732 0.4648 0.4400 0.6803 0.7295 0.9326 ± 0.1204 .05

B. Different Tumor Types in FeTS Dataset

Subset and Region EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

DA and GBM
  NET 0.5206 0.0054 0.0107 0.0900 0.7875 0.7960 0.9893 ± 0.1834 .56
  ET 3.5145 0.0309 0.0566 0.2000 0.8680 0.8746 0.9924 ± 0.0322 .29
DA and OG
  NET 0.6596 0.0240 0.0406 0.3800 0.6748 0.6924 0.9746 ± 0.2273 .23
OG and GBM
  NET 0.4098 0.0122 0.0220 0.3600 0.7960 0.7969 0.9989 ± 0.1213 .93

Note.—P values calculated using paired t test; * denotes significantly different performances (P < .05) between federated and centralized 
models. BD = Bhattacharyya distance, Cent-Dice = Dice coefficient of centralized learning, CSD = χ2 distance, DA = diffuse astrocytoma, 
EMD = earth mover’s distance, ET = enhancing tumor, Fed-Dice = Dice coefficient of federated deep learning, FeTS = Federated Tumor 
Segmentation, FILTS = Federated Imaging of Liver Tumor Segmentation, FNH = focal nodular hyperplasia, GBM = glioblastoma, HCC = 
hepatocellular carcinoma, HEM = hemangioma, ICC = intrahepatic cholangiocarcinoma, KSD = D statistic of Kolmogorov-Smirnov test, 
ME = metastases, NET = nonenhancing tumor, OG = oligodendroglioma. 

http://radiology-ai.rsna.org
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lar: 0.973 ± 0.150 (ratio = 1.0), 0.973 ± 0.159 (ratio = 0.6), 
and 0.975 ± 0.128 (ratio = 0.3). In the FeTS dataset (Table 
1B), θ values remained high even when the ratio of numbers 
of scans was less than 0.3 (eg, site 4–to–site 1 = 47:512 = 
0.092 and site 4–to–site 18 = 47:382 = 0.123).

Different tumor attenuations and intensities.— The perfor-
mance of federated models trained with different tumor in-
tensities in the FeTS dataset significantly differed from that of 
centralized models (Table 5). Figure 3E and 3F compare his-
tograms of enhancing brain tumors between site 1 versus site 
4 (P = .32) and SI-Q1 versus SI-Q4 (P = .003). For FILTS 
(Table 2A), tumors with different CT attenuations typically 

had lower θ values, such as FNH (hyperattenuated) versus 
cyst (hypoattenuated) and HCC (hyperattenuated) versus 
cyst (hypoattenuated).

Correlation Analysis
The distances of data distributions were negatively corre-
lated with θ, with correlation coefficients of −0.920, −0.893, 
−0.899, and −0.479 for EMD, BD, CSD, and KSD, respec-
tively. The trendlines in Figure 5 show a negative slope be-
tween distance (EMD, BD, CSD, KSD) and θ, indicating 
lower federated model performance with greater distance be-
tween data distribution. The waterfall plots of EMD, BD, 
CSD, and KSD in Figure 6 show the effect of changes in 

Table 3: Data Distribution and Model Performance Metrics for Different Tumor Sizes

A. FILTS Dataset

Subset EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

Size 1 and size 2 0.9238 0.0071 0.0139 0.1100 0.7357 0.7481 0.9835 ± 0.1581 .33
Size 1 and size 3 2.3366 0.0244 0.0459 0.1099 0.7270 0.7472 0.9730 ± 0.1635 .39
Size 1 and size 4 1.8415 0.0158 0.0298 0.1700 0.7289 0.7461 0.9769 ± 0.1932 .51
Size 2 and size 3 1.7254 0.0134 0.0250 0.0800 0.7906 0.8065 0.9803 ± 0.1443 .52
Size 2 and size 4 1.2116 0.0126 0.0233 0.1300 0.8016 0.8145 0.9842 ± 0.1610 .45
Size 3 and size 4 0.7824 0.0114 0.0217 0.0900 0.8293 0.8431 0.9836 ± 0.1037 .39

B. FeTS Dataset

Subset and Region EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value
Size 1 and size 2
  NET 2.1026 0.0203 0.0388 0.0400 0.7553 0.7749 0.9950 ± 0.0347 .21
  ET 0.2556 0.0007 0.0014 0.1600 0.8574 0.8617 0.9747 ± 0.1108 .15
Size 1 and size 3
  NET 2.2500 0.0246 0.0453 0.0490 0.7524 0.7618 0.9876 ± 0.0802 .65
  ET 0.6471 0.0024 0.0047 0.2400 0.8721 0.8744 0.9973 ± 0.0293 .43
Size 2 and size 3
  NET 0.1547 0.0017 0.0034 0.0499 0.8660 0.8666 0.9993 ± 0.0605 .79
  ET 0.4390 0.0011 0.0022 0.0899 0.9048 0.9082 0.9963 ± 0.0527 .59
Size 4 and size 5
  NET 0.5629 0.0074 0.0144 0.1600 0.7263 0.7369 0.9855 ± 0.1715 .25
  ET 0.7704 0.0042 0.0070 0.1100 0.8276 0.8343 0.9920 ± 0.0688 .39
Size 4 and size 6
  NET 0.6532 0.0113 0.0204 0.1000 0.7987 0.8074 0.9892 ± 0.0372 .33
  ET 0.7267 0.0046 0.0087 0.1700 0.8472 0.8497 0.9970 ± 0.0561 .34
Size 5 and size 6
  NET 0.1913 0.0035 0.0050 0.0600 0.8554 0.8558 0.9995 ± 0.0962 .84
  ET 0.7350 0.0024 0.0046 0.1300 0.8655 0.8688 0.9962 ± 0.1009 .37

Note.—For the FILTS dataset, tumor sizes were defined as follows: size 1 = less than or equal to 15 cm3, size 2 = greater than 15 cm3 and 
less than or equal to 50 cm3, size 3 = greater than 50 cm3 and less than or equal to 130 cm3, size 4 = greater than 130 cm3. For the FeTS 
dataset, tumor sizes were defined as follows: (a) Site 1 was grouped into three subsets using tumor core volume as follows: size 1 = 3 cm3 or 
less, size 2 = greater than 3 cm3 and less than or equal to 10 cm3, size 3 = greater than 10 cm3; (b) site 18 was grouped into three subsets as 
follows: size 4 = 2 cm3 or less, size 5 = 2 cm3 or less than or equal to 12 cm3, size 6 =  greater than 12 cm3. P values calculated using paired t 
test. BD = Bhattacharyya distance, Cent-Dice = Dice coefficient of centralized learning, CSD = χ2 distance, EMD = earth mover’s distance, 
ET = enhancing tumor, Fed-Dice = Dice coefficient of federated deep learning, FeTS = Federated Tumor Segmentation, FILTS = Federated 
Imaging of Liver Tumor Segmentation, KSD = D statistic of Kolmogorov-Smirnov test, NET = nonenhancing tumor.

http://radiology-ai.rsna.org


8� radiology-ai.rsna.org  ■  Radiology: Artificial Intelligence Volume 5: Number 3—2023

Influence of Data Distribution on Federated Learning Performance in Tumor Segmentation

Table 4: Data Distribution and Model Performance Metrics for Imbalanced Dataset Sizes in FILTS

Subset Ratio EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

Site A1 and site 
B2

0.96 
(86/90)

4.5940 0.0736 0.1335 0.2800 0.7327 0.7507 0.9760 ± 0.1758 .32

Site A2 and site 
B3

0.59 
(65/111)

5.1150 0.0828 0.1485 0.2300 0.7053 0.7357 0.9587 ± 0.1844 .12

Site A1 and site 
C2

0.96 
(86/90)

5.0405 0.0799 0.1374 0.1690 0.7198 0.7535 0.9553 ± 0.1667 .26

Site A2 and site 
C3

0.59 
(65/111)

4.4345 0.0612 0.1086 0.1000 0.6854 0.7073 0.9690 ± 0.1619 .40

Site A3 and site 
C5

0.32 
(43/133)

3.7734 0.0453 0.0826 0.1100 0.6918 0.7128 0.9705 ± 0.1456 .29

Site B2 and site 
C2

1.00 
(90/90)

1.2402 0.0377 0.0683 0.2000 0.7716 0.7823 0.9863 ± 0.1072 .18

Site C4 and site 
B3

0.59 
(65/111)

1.5885 0.0361 0.0658 0.2300 0.7608 0.7745 0.9823 ± 0.1288 .50

Site B4 and site 
C3

0.59 
(65/111)

1.3235 0.0421 0.0751 0.2300 0.7592 0.7738 0.9811 ± 0.1628 .34

Site B5 and site 
C5

0.32 
(43/133)

1.1844 0.0424 0.0755 0.1900 0.7536 0.7689 0.9801 ± 0.1100 .42

Note.—Ratios are between numbers of scans at each site, with numerators and denominators in parentheses. P values calculated using 
paired t test. BD = Bhattacharyya distance, CSD = χ2 distance, Cent-Dice = Dice coefficient of centralized learning, EMD = earth mover’s 
distance, Fed-Dice = Dice coefficient of federated deep learning, FILTS = Federated Imaging in Liver Tumor Segmentation, KSD = D 
statistic of Kolmogorov–Smirnov test.

Figure 3:  Examples of histograms between two different subsets of tumors in CT Liver Tumor Segmentation and MRI brain tumor segmentation datasets. (A) CT: HCC 
and HEM at site C (arterial phase): EMD = 3.3443, BD = 0.0699, CSD = 0.1278, KSD = 0.28. (B) CT: FNH and cyst at site C (arterial phase): EMD = 23.7903, BD = 
1.4561, CSD = 0.9029, KSD = 0.48. (C) CT: tumor size 1 (≤15 cm3) and size 2 (15–50 cm3) (PV phase): EMD = 0.9238, BD = 0.0071, CSD = 0.0139, KSD = 0.11. 
(D) CT: tumor size 3 (50–130 cm3) and size 4 (>130 cm3) (PV phase): EMD = 0.7824, BD = 0.0114, CSD = 0.0217, KSD = 0.09. (E) MRI: enhancing brain tumors 
at site 1 and site 4: EMD = 0.5425, BD = 0.0022, CSD = 0.0042, KSD = 0.14. (F) MRI: enhancing brain tumors of SI-Q1 and SI-Q4 subsets: EMD = 12.8243, BD = 
0.3104, CSD = 0.3939, KSD = 0.30. BD = Bhattacharyya distance, CSD = χ2 distance, EMD = earth mover’s distance, FNH = focal nodular hyperplasia, HCC = hepato-
cellular carcinoma, HEM = hemangioma, KSD = D statistic of Kolmogorov-Smirnov test, Q = quarter, SI = signal intensity.
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distance of data distribution on the performance of federated 
models compared with centralized models.

There was a significant difference in performance between 
federated and centralized models for 10 of the 62 total subsets 
(groups 1 to 5). Corresponding distances in data distribution 
also differed significantly between federated and centralized 
models, with values of 13.527 ± 4.506 (median, 13.445) versus 
2.722 ± 2.728 (median, 1.691) (P < .001) for EMD, 0.691 ± 
0.395 (median, 0.472) versus 0.066 ± 0.117 (median,  0.025) 
(P = .001) for BD, 0.618 ± 0.211 (median, 0.531) versus 0.095 
± 0.137 (median, 0.046) (P < .001) for CSD, and 0.271 ± 
0.097 (median, 0.260) versus 0.186 ± 0.097 (median, 0.170) 
(P = .03) for KSD, respectively.

Discussion
In this study, we investigated the correlation between various 
distance metrics that measure the difference in data distribu-
tions and Fed-DL performance in the segmentation of liver 
tumors on CT images and brain tumors on MR images. EMD 
had the strongest negative correlation (r = −0.920) with fed-
erated model performance. We found that the between-site 
difference of tumor attenuation (CT) or intensity (MRI) dis-
tributions influenced the Fed-DL performance, which was 
demonstrated by both liver tumors on CT images and brain 
tumors on MR images. For liver tumors on CT images, it was 
reflected by different tumor types that had different CT at-
tenuations (tumor density), whereas for brain tumors on MR 
images, it was reflected by tumor regions with different MRI 
signal intensities. In other words, the Fed-DL performance 
in tumor segmentation is affected by the difference in CT at-
tenuation or MRI intensity of tumors at different sites. The 
magnitude of this difference could be measured by EMD, BD, 
CSD, or KSD. Other factors including different tumor sizes or 
imbalanced dataset sizes did not significantly (P ≥ .05) impact 
overall data distribution and thus had little influence on feder-
ated model performance.

Our findings are consistent with those of Lee and Shin 
(9) and may have substantial impact on the development of 
Fed-DL using real-world non-IID data. We observed that 
a key underlying factor affecting the performance of feder-
ated models is the distance in data distributions. To achieve 
comparable performance with a centralized model, a fed-
erated model should be trained using datasets with small 
distances. Many approaches have attempted to solve the is-
sue of non-IID data in Fed-DL from the algorithmic per-
spective, such as episodic learning in continuous frequency 
space (22), local batch normalization (23), and cross-site 

Table 5: Data Distribution and Model Performance Metrics for Different Tumor Intensities in FeTS Dataset

Subset and Region EMD BD CSD KSD Fed-Dice Cent-Dice θ ± SD P Value

SI-Q12 and SI-Q34
  NET* 6.2058 0.2452 0.3437 0.1700 0.7272 0.7626 0.9536 ± 0.1365 .04
  ET 6.8982 0.0965 0.1605 0.2100 0.8031 0.8432 0.9525 ± 0.0662 .06
SI-Q1 and SI-Q34
  NET 8.7306 0.4961 0.5563 0.1900 0.6554 0.6931 0.9456 ± 0.1927 .06
  ET* 10.1325 0.2137 0.2974 0.2800 0.7599 0.8117 0.9362 ± 0.0351 .01
SI-Q12 and SI-Q4 	
  NET* 11.3050 0.5575 0.5857 0.1900 0.7426 0.7838 0.9475 ± 0.2004 .04
  ET 9.5900 0.1687 0.2562 0.2000 0.7686 0.8059 0.9537 ± 0.0498 .09
SI-Q1 and SI-Q4
  NET* 13.8350 0.8664 0.7306 0.1800 0.5411 0.5947 0.9098 ± 0.2279 .02
  ET* 12.8243 0.3104 0.3929 0.3000 0.6965 0.7551 0.9224 ± 0.1662 .003

Note.—SI-Q1 = NET and ET each less than 25%, SI-Q12 = NET and ET each less than 50%, SI-Q34 = NET and ET greater than or 
equal to 50%, SI-Q4 = NET and ET each greater than or equal to 75%. P values calculated using paired t test; * denotes significantly 
different performances (P < .05) between federated and centralized models. BD = Bhattacharyya distance, Cent-Dice = Dice coefficient of 
centralized learning, CSD = χ2 distance, EMD = earth mover’s distance, ET = enhancing tumor, Fed-Dice = Dice coefficient of federated 
deep learning, FeTS = Federated Tumor Segmentation, KSD = D statistic of Kolmogorov-Smirnov test, NET = nonenhancing tumor, Q = 
quarter, SI = signal intensity.

Figure 4:  CT attenuation distributions of different types of tumors at site C in 
CT Liver Tumor Segmentation dataset. FNH = focal nodular hyperplasia, HCC = 
hepatocellular carcinoma, HEM = hemangioma, ICC = intrahepatic cholangio-
carcinoma, ME = metastases.
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modeling (24). Motivated by our findings, we propose that 
data augmentation may be a more feasible and practical so-
lution. For example, use of domain adaptation (25) among 

different clients to reduce data difference measured by EMD 
may improve Fed-DL performance, even with basic feder-
ated algorithms.

Figure 6:  Waterfall plots of distance metrics related to the performances of the federated models in 62 grouped subsets evaluations. 
Bar color indicates the P values calculated using paired t test: red = P < .05, yellow = .05 ≤ P < 0.10, blue = P ≥ 0.10. BD = Bhattacharyya 
distance, CSD = χ2 distance, EMD = earth mover’s distance, KSD = D statistic of Kolmogorov-Smirnov test. 

Figure 5:  Correlation coefficients and trendlines between distance metrics and θ value. BD = Bhattacharyya distance, Corr = correla-
tion, CSD = χ2 distance, EMD = earth mover’s distance, KSD = D statistic of Kolmogorov-Smirnov test.
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The two most common Fed-DL workflows are server-client 
and peer-to-peer topology (26), and commonly used aggregation 
methods include Fed-Avg (21), base + personalization layer (or, 
FedPer) (27), and Federated Matched Averaging (or, FedMA) 
(28). The server-client architecture with the Fed-Avg aggregation 
algorithm is the most common scheme of Fed-DL. We applied 
this federated scheme in our study to demonstrate the generaliz-
ability of our findings.

There are only a few publicly available Fed-DL medical imag-
ing datasets, including thorax disease classification on chest radio-
graphs (29,30), skin lesion image classification (31,32), prostate 
MRI segmentation (33), and a retinal image database (34). In 
particular, the 2021 RSNA Brain Tumor AI challenge based on 
FeTS (http://www.synapse.org/brats) has facilitated the first formal 
community benchmark explicitly for Fed-DL aggregation algo-
rithms (11). As FeTS contains only a single type of glioma, we 
added three types of gliomas collected from the UCSF-PDGM 
dataset (15) to investigate the effect of tumor type on Fed-DL per-
formance. Because FeTS and UCSF-PDGM had different imag-
ing protocols and standards, we did not mix UCSF-PDGM scans 
with FeTS scans in other data groups.

Our study had several limitations. First, site A used LiTS, 
which is a multisite dataset, whereas datasets at sites B and C 
were each acquired from a unique single site. Although scans 
from the same site were acquired by using similar imaging pro-
tocols with different CT scanners, they also varied in image 
resolution and image quality. Nevertheless, site A data may 
have impacted study findings because of differences in imag-
ing protocols at multiple sites. Second, tumor type was not 
reported for scans from sites A and B. As this was a retrospec-
tive study, tumor type data could not be obtained through tis-
sue biopsy or postoperative pathologic examination. Third, we 
did not consider the potential effect of interreader variability, 
as segmentation was performed by different readers using dif-
ferent software at different institutions. This might contribute 
to performance degradation. However, such variability among 
sites may be unavoidable in real-world federated settings.

In conclusion, differences in data distribution may affect 
Fed-DL model performance in medical image segmentation. 
Model performance was strongly negatively correlated with 
distance (EMD, BD, and CSD) in data distribution. Reduc-
ing data distance may provide a feasible solution to ensure the 
development of a high-performing federated model trained on 
non-IID data.
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