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ABSTRACT

Intrinsically disordered regions (IDRs) direct tran-
scription factors (TFs) towards selected genomic oc-
currences of their binding motif, as exemplified by
budding yeast’s Msn2. However, the sequence ba-
sis of IDR-directed TF binding selectivity remains
unknown. To reveal this sequence grammar, we an-
alyze the genomic localizations of >100 designed
IDR mutants, each carrying up to 122 mutations
within this 567-AA region. Our data points at multi-
valent interactions, carried by hydrophobic––mostly
aliphatic––residues dispersed within a disordered
environment and independent of linear sequence mo-
tifs, as the key determinants of Msn2 genomic local-
ization. The implications of our results for the mecha-
nistic basis of IDR-based TF binding preferences are
discussed.

INTRODUCTION

Transcription factors (TFs) contain DNA binding domains
(DBDs) that bind specifically to short DNA sequence mo-
tifs. Most DBDs belong to families of known 3D folds. In
eukaryotes, however, those structured domains occupy only
a portion of TF sequences with much of the remaining se-
quences being of low complexity and devoid of a stable
3D structure (1–5). Intrinsically disordered regions (IDRs)
within TFs include activation domains (ADs) that recruit
co-activators (6–8) and, in some cases, incorporate TFs into
transcription condensates (9). Whether these roles fully ex-
plain the enrichment of long IDRs within TFs is unclear, as
most IDRs remain poorly characterized.

The short DNA motifs recognized by DBDs are highly
abundant in genomes but, when measured inside cells, most
motif occurrences remain unbound (10–13). This common
observation presents a fundamental question: how do TFs
distinguish between the various motif occurrences, binding
to only a selected subset of sites? Despite immense interest,

the basis of TF binding selectivity, at the genomic scale, re-
mains unclear (14–21).

We recently reported that IDRs can direct TF binding
along the genome (22). Msn2 and Yap1 are budding yeast
TFs whose long (>500 residues) non-DBDs consist mostly
of IDRs. We have shown that both TFs locate their bind-
ing sites using a multiplicity of weak determinants dis-
tributed along their IDRs. While conserved in function
across considerable evolutionary distances, the IDR se-
quence displayed rapid sequence divergence (22), similar to
other functional IDRs (23–27), rendering it incompatible
with alignment-based comparative analysis. Newly devised
approaches for comparative IDR analysis are now available,
and go beyond sequence alignment to detect poorly aligned
features such as short linear motifs (SLiMs) or sequence
composition (25,27–37), yet those are still limited in defin-
ing the unknown sequence grammar within long IDRs of
hundreds of residues.

Here, we tested a range of compositional or linear se-
quence features that could form the basis for the sequence
code, or grammar, employed by the IDR in directing ge-
nomic binding preferences. For this, we followed previously
employed guidelines (38–41), to design over 100 IDR mu-
tants each carrying dozens of sequence changes spread
across 567 residues, and mapped their binding locations
across the full genome. Our results point at specific inter-
actions carried by individual, bulky hydrophobic residues
as the key determinants of genomic preferences. The flexi-
ble and disordered sequence context is needed for exposing
those hydrophobic residues, as well as limiting deleterious
(self)-interactions leading to loss of IDR activity, reduced
expression, or cytoplasmic retention. Those design features
are notably similar to features implicated in other IDR func-
tions, including recruitment of co-activator by ADs (42–46)
and bio-molecular condensate formation (39,40,47–49). We
discuss the similarities and differences between the IDR se-
quence grammar identified here and those associated with
other functions, and the implications of our results for the
mechanism through which IDRs directs TF binding prefer-
ences along the genome.
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MATERIALS AND METHODS

Generating Msn2 mutants

All Msn2 sequence mutants were designed in silico, codon-
optimized for yeast and ordered from Twist Bioscience
(see supplementary Table S2 for a full list of mutants and
sequences). Mutant DNA sequences were PCR-amplified
and transformed into the endogenous MNAse or YFP-
tagged MSN2 locus replacing the native residues 2–567 us-
ing CRISPR, as described in (50).

Yeast transformation

All yeast transformations were performed using LiAc-PEG
high-efficiency transformation as described by (51). Af-
ter confirming successful transformations with PCR and
Sanger DNA sequencing, CRISPR plasmids were lost by
growing the cells for ∼20 generations in liquid YPD with-
out selection, plating individual colonies and then selecting
those clones w/o resistance. See supplementary Table S1 for
a list of all strains used in this study.

ChEC-seq experiments

ChEC-seq experiments were performed as described in (52)
with small modifications described in (53). For absolute
quantification of the binding signal, a fixed amount of cal-
ibration spike-in (0.5 ml of OD4 BY4741 with MNAse-
tagged Aro80) was added to every sample just before the
first wash of the ChEC-seq procedure.

Next-generation-sequencing library generation and
sequencing

Next-generation sequencing libraries were prepared as
described in (53).

NGS data processing

After sequencing, raw reads from ChEC-seq libraries were
demultiplexed using bcl2fastq (Illumina). Adaptor dimers
and short reads were filtered out using cutAdapt (54)
with parameters: ‘–O 10 –pairfilter = any –max-n 0.8 –
action = mask’. Filtered reads were subsequently aligned
to the S. cerevisiae genome R64-1-1 using Bowtie2 (55)
with the options ‘–end-to-end –trim-to 40 –verysensitive’.
The genome coverage of fully aligned read pairs was cal-
culated with GenomeCoverage from BEDTools (56) using
the parameters ‘-d -5 –fs 1’. MATLAB was used for further
processing of genome coverage files. For all samples, the
genome coverage, i.e. ChEC signal, was normalized so that
the average read density along the nuclear genome, exclud-
ing ribosomal RNA genes and CUP1-1/2, is one read/ base.
After normalization, biological repeats were combined into
a mean profile, which is used for all analyses (except Sup-
plementary Figure S2A, B; see Figure S2B and Table S1 for
number of biological repeats p. strain).

Bioinformatics analysis

Promoter definition and promoter binding signal (Figures 3B,
3G, 4C, 6B, S1C,E, S3). If available, for each gene, we de-

fined a consensus transcription start (TSS) site by compar-
ing three different TSS datasets (57–59). The promoter of
each gene was then defined as the distance between the start
codon of a gene and the closest upstream verified ORF or
at least 700 bp upstream of the TSS, or Start Codon if TSS
not was available. For each mutant, the binding signal on
every promoter, i.e. promoter binding ‘pb’, was then calcu-
lated as the cumulative, normalized ChEC-signal along this
promoter. If not noted otherwise the axis scales are of the
magnitude 105 normalized reads.

Target promoter selection (Figure 2B). For each mutant,
the target promoters were selected based on Z-scores. Af-
ter Z-score normalizing the binding signal of a TF at each
promoter against the promoter binding signal of this TF
across all promoters, target promoters were defined as pro-
moters with a Z-score >3.5. Shown are all promoters cross-
ing this threshold in at least one mutant. Unique Msn2WT
and Msn2DBD targets were selected based on a stricter Z-
score threshold (5 and 4, see Supplementary Figure S1C)
and also needed to be excluded from targets of Msn2DBD
and Msn2WT respectively.

Relative promoter binding (Figures 2B, S1C). To compare
the binding of one mutant to that of a different mutant (or
the median mutant) to the same promoter, we calculate the
relative binding as:

�log2(pbA,X) = log2(pbA,X + 700) – log2(pbB,X + 700),
where pbA,X (pbB,X) is the binding of TF A (B) to pro-
moter X. The pseudo count of 700 is added to repress noise
from weakly bound promoters. In Figure 2B, each mutant is
compared against the median TF. In Supplementary Figure
S1C, Msn2WT is compared against Msn2DBD and the rela-
tive binding at each promoter subsequently correlated with
the enrichment of each dinucleotide.

Target signal and binding preferences (Figures 2–6, S2–S6).
The binding phenotype of each mutant was defined as the
sum of the binding signal on a set of unique target promot-
ers for Msn2WT and Msn2DBD, respectively (see above for
definition and Table S3 for a full list of target promoters).
In all figures, the log2-transformed value is shown. To com-
pare the binding preference of each mutant with Msn2WT
and Msn2DBD, we used the Pearson’s correlation across the
binding signal over all non-telomeric promoters (n = 5358).

Motif binding and 7mer enrichment (Figure S1B). In
order to verify the functional binding of Msn2WT and
Msn2DBD, two separate analysis were performed. (i) We
first determined the occurrences of all in-vitro Msn2 motifs
from CISBP (20) (M00036 2.00) in intergenic regions using
FIMO (n = 394) and then calculated the mean binding pro-
file of of Msn2WT and Msn2DBD around these motifs, and
compared it to a mean profile, of Msn2WT and Msn2DBD,
across the same number of randomly chosen promoter po-
sitions (rdn). For better comparison the mean profiles were
normalized by the average occupancy of a intergenic posi-
tion in of Msn2WT and Msn2DBD, respectively. This analysis
is shown in Supplementary Figure S1B on the left. (ii) We
then calculated the mean occupancy (±15 bp) across all oc-
currences of each possible 7mer (n = 8192, not differentiat-
ing between forward and reverse) in intergenic regions, these
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mean occupancies are then normalized against the mean oc-
cupancy across all intergenic regions, i.e. enrichment. The
enrichment values of all possible 8192 7mers in the Msn2WT
and Msn2DBD profile is shown in Supplementary Figure S1
on the right and 7mers containing AGGGG or its reverse
CCCCT, e.g. TTAGGGG or GCCCCTA, are highlighted.

Motif binding score (MB) (Figures 2–6, S1F, S5A). As a
proxy for the absolute binding strength of each mutant, we
calculated the motif binding score. Therefore, we calculated
the sum of the mean signal around (±25 bp) around each
motif occurrence (see above).

Cluster score (Figure S5A). To assess the clustering of in-
dividual amino acids or amino acids with similar biophysi-
cal properties in Msn2 and the mutants, we first used a win-
dow of 17 residues to calculate the relative density of each
amino acid around each residue in the Msn2 IDR. The Gini
coefficient of this density distribution was then calculated
and compared to the Gini coefficient of 104 random se-
quences with the same amino acid composition as this IDR
mutant. The cluster score shown is the Z-score normalized
Gini coefficient of the Msn2 mutant when compared to the
104 random sequences.

Amino acid abundance and enrichment in the IDRs of
Msn2 and its orthologs (Figure 1B). The amino acid se-
quences of Msn2 homologs from 17 yeast species were
obtained from YGOB (60), i.e. all except S. mikatae, S.
kudriavzevii and S. bayanus. For better comparison and
without knowing the NLS sequence of Msn2 homologs,
we first defined the IDR of each Msn2 homolog as the
sequence between the first residue and the first PFAM-
defined C2H2 zinc finger and calculated the relative abun-
dance of each amino acid in this region. To calculate the
corresponding amino acid enrichment compared to other
IDRs, we first downloaded the complete proteome of each
yeast species and determined all IDRs using IUPred. Af-
ter determining the relative abundance of each AA in
each proteome, we calculated the enrichment of each AA
in the Msn2 IDR compared to the total IDR-ome as:
log2(fracMsn2) − log2(fracIDRome)

Dinucleotide enrichment in promoters (Figure S1D). For
each intergenic region upstream of a gene, we calculated the
relative abundance of each Dinucleotide, 10 Dinucleotides
combining forward and reverse complement, and compared
it to the relative abundance of each dinucleotide in all in-
tergenic regions: Enr(NN in Promoter X) = log2(fracNN-
PromX) −log2(fracNN-All).

Flow cytometry based protein abundance measurements of
msn2 IDR mutants (Figures 2–6). To assess the expression
level of each Msn2 mutant, we used yeast strains where the
Msn2 mutants were tagged with YFP instead of MNAse
and grew them overnight to saturation in SC + glucose me-
dia. We then diluted the cells to an OD of 0.02 and grew
them for around three cell cycles to reach early exponential
phase. The YFP level in these exponentially growing cells
was then determined on a BD LSRII system with an excita-
tion laser of 488 nm and an emission filter at 525 ± 25 nm.
The relative abundance of each mutant is then calculated as:

(F(Msn2Var) − F(Blank))/(F(Msn2WT) − F(Blank)),
where F(Msn2Var), F(Msn2WT) and F(Blank) are the me-
dian fluorescence levels of the Msn2 mutant, Msn2WT and
non-tagged control cells, respectively.

Live imaging of Msn2 mutants and nuclear localization (Fig-
ures 2G, 3E, 4C, 5C, S2D, S4A). Strains carrying YFP-
tagged Msn2 mutants, were grown overnight in SC + glu-
cose (SD) to full saturation and then diluted to an OD of
0.02 and grown for ∼3 cell cycles as described above. The
cell cultures were then transferred to ConA-coated imag-
ing slides (Ibidi), incubated, and gently washed 3 times
with clean SD medium and imaged as a control. To trigger
nuclear localization, we added 5% EtOH to each culture,
waited for 5 and 10 min, respectively, and performed an-
other imaging session. Images were either acquired on an
Axio Observer Z1 widefield (Zeiss) or DragonFly confo-
cal (Andor) microscope. After segmenting yeast cells based
on the bright field (Zeiss) or fluorescence (Andor) channel
using YeastSpotter (61), we used MATLAB to determine
the nuclear localization. For this, we first defined the 2.5%
brightest pixel (YFP channel) in each cell and then calcu-
lated the hull area spanned by these 2.5% brightest pixels.
Bright top pixels in a small area indicate nuclear localiza-
tion, and dim, dispersed pixels indicate cytoplasmic local-
ization.

RESULTS

Designing and profiling IDR mutants

Msn2 is a 704 amino acid (AA)-long TF that regulates the
budding yeast stress response (62,63). Its 64-AA C2H2 zinc-
finger DBD is located at its C-terminus, flanked by a 73-
AA region including the nuclear localization signal (NLS)
(64) (Figure 1A). The remaining 567 AAs (80% of its se-
quence) include two short structured segments required for
recruiting the Med15 co-activator (65), but are otherwise
mostly IDR (as predicted by e.g IUPred (66)). Relative to
other disordered proteins, the IDR of Msn2 is enriched with
the hydrophobic residues leucine (L) and phenylalanine
(F), depleted of charged residues and lacks apparent AA
clusters or recurring motifs (Figure 1B). The most abun-
dant residues, asparagine (N, 16.5%), serine (S, 15.5%) and
leucine (L, 8.8%), are distributed throughout the sequence
at median distances of 4, 4 and 8, respectively. This compo-
sition is similar among Msn2 orthologues (Figure 1B).

Defining protein sequence grammar requires mutating
domains of functional relevance. Our previous study re-
vealed that removal of any < 200AA region within the
Msn2’s non-DBD has no detectible effect on Msn2 bind-
ing profile (22), and, in preliminary analysis, we found
that no 50AA-segment is sufficient, by itself, for direct-
ing binding preferences (Supplementary Figure S1A). We
therefore selected a long region of 567 non-DBD residues,
containing most of the IDR but excluding the NLS (64).
We designed mutations that spread across this full se-
quence, following established frameworks for testing IDR
features of potential functional relevance, including se-
quence composition, short sequence motifs, or AA cluster-
ing (25,27–37,40,42–46,67) (Figure 2A). In particular, our
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Figure 1. Msn2 IDR enrichment signature is conserved across yeast species. (A) The Msn2 protein: Shown is the predicted disorder tendency along the
Msn2 sequence. The DBD and NLS (64) are indicated (light and dark blue). Mutations were restricted to the 567 AA N-terminus (white). (B) The sequence
composition of Msn2: Shown is the frequency of each amino acid within the Msn2 nonDBD (left), and their enrichment relative to other IDRs in the
budding yeast proteome (right). Enrichment was examined for Msn2 of S. cerevisiae and for 25 homologs from 17 yeast species.

mutants either changed the AA composition (e.g. delet-
ing or replacing same-type residues) or preserved it (e.g.
random AA distributions or clustering) and included lo-
cal shifts designed to abrogate potential short sequence
motifs.

Overall, we analyzed 106 mutants, each changing 2%-
22% of hethe tested sequence (12–122 AAs). The mutated
sequences were integrated into the genome, replacing the
nonDBD of the endogenous Msn2 sequence, and their
binding profiles were mapped using ChEC-seq (52). The in-
tact Msn2WT and a mutant lacking the mutated region (de-
noted as Msn2DBD), served as controls. As we reported pre-
viously (22), both Msn2WT and Msn2DBD localized to their
known motif (AGGGG, Supplementary Figure S1B), yet
selected different subsets of motif occurrences, leading to
distinct promoter preferences (correlation c = 0.3, Supple-
mentary Figure S1C).

IDR mutants span a continuum of genomic binding profiles

To obtain a global view on the span of binding profiles dis-
played by the designed IDR mutants, we clustered the mu-
tants based on similarity (correlation) in promoter prefer-
ences, with promoter preference defined as the total binding
signal mapped to promoter sequence. This analysis distin-
guished three groups: mutants that retained Msn2WT pref-
erences, mutants that became Msn2DBD-like, and mutants
that lost binding to both promoter classes (Figure 2B). Of
note, while mutants of the second group have lost IDR ac-
tivity but retained binding to Msn2DBD targets, mutants
of the third cluster showed little DBD-dependent binding,
as quantified by the fraction of ChEC-signal localizing to
AGGGG motif sites and verified using external controls
(Supplementary Figure S1E, F). Therefore, in these third-
cluster mutants, the mutated non-DBD, inhibited, rather
than directed DNA binding.

To examine the mutants’ binding phenotypes at a
higher resolution, we assembled two sets of promoters

bound uniquely by either Msn2WT or Msn2DBD (Sup-
plementary Figure S1C, see Materials and Methods).
For each individual mutant, binding signal localizing
to each promoter group provided a measure of bind-
ing strength, complementing the correlation-based mea-
sure of promoter preferences. The IDR mutants dis-
played a continuum of binding strengths that spread
across the ‘Msn2WT−Msn2DBD−None’ binding space (Fig-
ure 2C–G, Supplementary Figure S1C). Therefore, mu-
tating the IDR quantitatively tunes Msn2 binding, con-
sistent with multivalent interactions contributing to this
phenotype (22).

Several features of the mutants’ binding phenotypes
are notable. First, compared to the spread of binding
strengths, changes in promoter preferences were limited
(Figure 2C, D). In fact, mutants that retained Msn2WT pref-
erences (c > 0.9) still displayed over 3-fold differences in
binding strengths at Msn2WT targets (Figure 2C). Second,
as promoter preferences shifted towards that of Msn2DBD,
overall binding to all AGGGG sites decreased (Figure
2B–E). This apparent decrease in DBD-DNA binding is
notable, as the Msn2DBD mutant was of increased abun-
dance at the protein level and constitutively nuclear (Figure
2F, G). Finally, mutants that lost binding to both Msn2WT
and Msn2DBD targets were generally of low abundance or
poor nuclear localization. Consistently, none of our mu-
tants gained a nonDBD-like profile (Supplementary Figure
S1G). We conclude that mutations can reduce IDR activ-
ity, but could also render it inhibitory for DBD–DNA bind-
ing, by limiting its abundance, nuclear localization or, per-
haps, through direct IDR–DBD interactions as described
for p53 (68).

The Msn2 IDR can direct binding preferences independent of
electrostatic interactions

Within IDRs, charged residues influence the conformation
ensembles (69–73) through their overall charges (70–72,74)



Nucleic Acids Research, 2023, Vol. 51, No. 10 4835

A

B C D

E F G

Figure 2. IDR sequence mutants span a range of binding profiles. (A) Msn2 mutant types- a scheme: Engineered mutations included (1) removing same-
identity residues by substituting with other residues or by deletion, and (2) changing locations of same-identity residues (‘shift’, ‘cluster’ or ‘random’). Red
lines indicate mutated residues. (B) Binding phenotypes of Msn2 mutants: The 509 promoters bound strongly by at least one of the Msn2 mutants were
selected. Heatmap shows the relative binding of each mutant to each promoter, ordered by clustering. Note the three general patterns: Msn2WT-like (cluster
1), Msn2DBD-like (cluster 2), and loss of binding (cluster 3). The two bottom rows indicate the identity of the Msn2WT (WT) and Msn2DBD (DBD) unique
target promoters (Supplementary Figure S1B, and materials and methods). Bar graphs on the right show the correlation of binding preferences of each
mutant with the Msn2WT and Msn2DBD, and its overall binding to the Msn2 motif (MB). (C−G) Msn2 mutants span a range of binding correlations and
binding strengths: Shown in (C) are the similarity (correlation) in promoter binding preferences between mutants and Msn2WT or Msn2DBD, as a function
of binding signal at Msn2WT or Msn2DBD unique target promoters, as indicated (target signal, ts). Binding signals at those target sets are compared
in (D−G), color-coded by mutant-Msn2WT correlation (D), mutant-Msn2DBD correlation (E), mutant protein abundance (F), and mutants subcellular
localization (G). Examples for differential localization is shown in G, with scale bar corresponding to 5 �m (see Supplementary Figure S2D for full frames).
In all plots, mutants with missing data are indicated as small grey dots. In (D) dot size indicates total motif binding (MB). Of note, target signal is highly
reproducible with 80% of mutants showing <25% in WT ts and <13% variance in DBD ts between biological repeats (i.e. Supplementary Figure S2A-C).

or patterning of oppositely charged residues (74–77). In our
context of TF-DNA association, charges appear particu-
larly relevant, first because the DNA is negatively charged,
and second because acidic residues promote co-activator
recruitment by ADs (42–46). The Msn2 IDR contains 31
positively charged (lysine K, and arginine R) and 59 nega-
tively charged (16 E, and 43 D) residues (Figure 3A). These
charged residues distribute largely uniformly along the se-
quence, showing some bias for the N-terminus and the mid-
dle of the IDR, regions that also show some AD function
(46). This dispersion of charges might be important, as seg-
regating acidic and basic residues to opposite sides led to a

loss of binding and, when additionally clustered, to changes
in promoter preferences (Figure 3B).

We tested the role of net IDR charge through system-
atic charge inversions (Figure 3C). Contrasting our expec-
tations, decreasing the net charge, or even replacing all 31
K/R with either aspartate or glutamate (D/E) had little, if
any, effect on promoter preferences or binding strengths,
as did their replacement with the neutral alanine (Fig-
ure 3B, C and Supplementary Figure S3; correlations with
Msn2WTc = 0.98, 0.97, and 0.94, respectively). By con-
trast, increasing the net charge by replacing acidic residues
by alanine (A) or deleting them led to a full loss of bind-
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Figure 3. Charged residues do not explain the IDR-based DNA binding: (A) Distribution of basic and acidic residues within Msn2 nonDBD: shown
are the locations of basic (R or K, blue) and acidic (D or E, red) residues within Msn2 IDR (top) and in three indicated mutants (bottom). (B) IDR
function is sensitive to clustering of charged residues but insensitive to removal of positive residues: the plots compare promoter preferences. Each dot is
a promoter, located according to binding signal of Msn2 and the indicated mutant. Black and grey dots correspond to Msn2WT and Msn2DBD unique
promoters, respectively (see Supplementary Figure S3 for KR to E/D mutants). (C) Increasing IDR charge reduces binding at Msn2WT promoters: acidic
and basic residues at different ratios were distributed randomly within the 90-charged locations of the tested IDR (left). Shown are similarity (correlation)
of promoter preferences between mutants and Msn2WT or Msn2DBD (middle), and binding signal at Msn2WT and Msn2DBD unique targets (right). Color-
coding indicates net charge (Msn2WT: -28). For comparison, dashed black line indicates the Msn2WT–Msn2DBD correlation (promoter preference plot),
or small grey dots indicate the position of all mutants and empty circles Msn2WT and Msn2DBD position (target signal plot). (D, E) Acidic residues may
contribute to IDR-based binding: shown in (D) are the binding signals at Msn2DBD versus Msn2WT promoters (middle) and the absolute motif binding vs.
protein abundance relative to Msn2WT (right) for the indicated mutants. Dashed black lines indicate the relative protein abundance (= 1) and motif binding
of Msn2WT. Nuclear localization before and after EtOH addition is shown in (E). Black arrows indicate cytoplasmic Msn2 clusters (scale bar corresponds
to 5 �m). (F, G) Asparagine and glutamine can compensate for acidic residues: shown in (F) are binding signals at Msn2DBD vs. Msn2WT promoters (left)
and the absolute motif binding versus relative protein abundance relative to Msn2WT (right) for the indicated mutants. The consequences of charge→polar
replacements are shown also in (G), displaying promoter binding across all target promoters (top, Msn2WT promoters on the left, Msn2DBD promoters
on the right) and correlation of promoter preferences between the indicated mutants (bottom). Note that DEKR replacement by either Q or N maintains
binding to WT targets and avoids DBD targets, but changes the ordering among those targets in a similar way.
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ing while systematically replacing acidic residues with ba-
sic ones, or asparagine (N) shifted promoter preferences
gradually away from Msn2WT and towards Msn2DBD (Fig-
ure 3C, D). Therefore, positive charges are not required
within the IDR, but negative charges might be needed for
IDR activity, at least in the presence of positively charged
ones.

We noted that the effects of charge inversions on pro-
moter preferences were not monotonic (Figure 3C), and
this was further emphasized when examining binding
strength, which was reduced also in acidic mutants retain-
ing Msn2WT-like preferences (Figure 3D). Since the tested
mutants differed not only in net charge but also in the
(randomly selected) charge-inverted locations (Figure 3C),
we examined whether acidic residues at particular posi-
tions contribute through short sequence motifs (Figure 3D).
Random dispersion or clustering of the available acidic
residues generally reduced binding signal, protein abun-
dance or nuclear localization, indicating changes in the con-
formation ensemble that, perhaps, occluded the NLS or
promoted other interactions (Figure 3D, E). Other, simi-
lar, perturbations, however, had no effects, including locally
shifting acidic residues or dispersing them evenly within the
sequence (Figure 3D). As these perturbations abrogated any
potential short motifs, we conclude that the IDR directs
promoter preferences independent of short sequence motifs
containing those residues.

The variable sensitivity of the IDR to the re-distributions
of acidic residues, and the non-monotonic effects of charge
inversion, could reflect the loss acidic residues from partic-
ular regions, or inhibitory effects caused by other residues
affected by those changes. Examples include exposure of
hydrophobic residues that could induce hydrophobic col-
lapse or aggregation. Consistent with the later, deleting
all acidic residues led to a full loss of binding and cyto-
plasmic aggregation (Figure 3D, E). To examine this fur-
ther, while avoiding inhibitory effects of net positive charge,
we replaced all charged residues with phenylalanine (F),
alanine (A), asparagine (N), glutamine (Q) or ‘random’
residues retaining the uncharged IDR composition (Fig-
ure 3F). F replacement, as well as one of the composition-
preserving replacements, led to Msn2DBD-like binding, in-
dicating a loss of IDR activity perhaps through hydropho-
bic collapse. Similarly, charge-to-A replacement, as well as
a second composition-preserving replacement led to a com-
plete loss of binding, at least in part through reduced abun-
dance and cytoplasmic retention (Figure 3F). Most notably,
replacement of all charged residues by N or Q retained
strong binding to Msn2WT promoters, although modulating
relative preferences within this promoter set (c = 0.56, 0.65;
Figure 3G). Together, those results refute a dominant role
of electrostatics in the specific interactions directing Msn2
binding preference.

High disorder content is required for nonDBD function, but
residues of low hydrophobicity/high flexibility do not explain
the specific interactions guiding promoter preferences

The ability to replace the charged residues using the po-
lar N or Q (but not, e.g. A or F), while retaining binding

to Msn2WT promoters, suggests some shared property of
functional relevance. Polar and charged residues are similar
in being of low hydrophobicity and high flexibility, based
on the Kyte–Doolittle hydrophobicity and Vihinen’s flexi-
bility scales, respectively (78,79). As the IDR contains addi-
tional residues of similar properties, we examined the roles
of those using four replacement mutants: N + Q→A (121
residues), P→A (37), S→A (88) and G→A (12) (Figure 4A,
B). The last two were of little effect, while P→A increased
binding to Msn2WT promoters, causing a slight shift in pref-
erences (c = 0.81, Figure 4B). Also of limited effects were
local shifts of P-G, N-Q or S, as well as local clustering of
N or S into small groups, refuting a role for short sequence
motifs involving those flexible residues (Figure 4B).

By contrast, the most extensive, N + Q→ A replacement
(121 residues), which reduced nuclear localization (Figure
4C, Supplementary Figure S4A), reduced binding strength,
as did deleting all N/Q residues (Figure 4B, C). Notably,
both mutants still showed strong preference for Msn2WT
promoters (c = 0.78 and 0.85, respectively; Figure 4B, C).
Further, replacing N by high-flexibility residues provided
full (Q, G) or partial compensation (D, E, T, H) (Figure 4D;
Note the increased binding strength and slight change in rel-
ative preference of the N→H replacements (Supplementary
Figure S4B). By contrast, replacing N with the aromatic
tyrosine (Y) or with arginine (R) reduced binding overall
and also, in the case of tyrosine, shifted preferences towards
Msn2DBD, indicating loss of IDR activity, potentially driven
by hydrophobic collapse (Figure 4D). Finally, N→S (serine)
replacement reduced nuclear localization (Supplementary
Figure S4A), which may result from the generation of new
phosphorylation sites, as S phosphorylation limits Msn2
nuclear translocation (64), and N←→S swapping was of
no effect (Figure 4D).

N replacements, therefore, led to a range of phenotypes,
with high flexibility residues mostly capable of full res-
cue, while others shifted binding preferences or decreased
overall binding at least in part through reduced protein
abundance or nuclear localization. Notably, replacing N-
neighboring residues (n = 82), rather than the N residues
themselves, led to a similar range of effects (Figure 4E, F):
S, T and Q fully compensated, E/D shifted binding towards
Msn2DBD promoters, and Y or R fully abolished binding
(Figure 4E, F). Together with the N/Q deletion mutant re-
taining preferred binding to Msn2WT promoter (despite re-
duced abundance), we conclude that the high enrichment of
polar residues within the Msn2 IDR provides a necessary
disordered environment, but is not sufficient for explaining
the IDR-based interactions directing binding preferences.

Hydrophobic residues direct binding towards Msn2 promoters

Four of the five top-enriched residues within the IDR se-
quence were hydrophobic: the aliphatic residues leucine
and isoleucine (L, I), which together comprise 82 (14.4%)
residues, and the aromatic residues phenylalanine and tyro-
sine (F, Y), which comprise additional 27 (4.6%) residues
(Figure 1B). The spread of those residues was largely even,
showing a higher dispersion than expected by chance (Fig-
ure 5A, Supplementary Figure S5A). This dispersion is
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Figure 4. Asparagine provides the disordered environment required for DNA binding. (A) Distribution of disorder promoting residues within Msn2
nonDBD: shown are the locations and number of the indicated residues within Msn2 IDR. (B, C) Replacing N + Q residues with alanine strongly reduces
binding strength and nuclear localization but not binding preferences: binding phenotypes of the indicated mutants are summarized as in Figure 3C (B).
Also shown is the similarity of promoter binding preferences between Msn2WT and the N + Q→A and NQ deletion mutant (scatter plots in C, left)
and their effect on nuclear localization after EtOH exposure (C, right). (D) Disorder promoting residues retrieve N contribution to IDR-based binding:
binding phenotypes of the indicated mutants are summarized as in Figure 3C above (D). Also shown is the absolute motif binding vs. relative protein
abundance (right) of the same mutants. Dashed black line indicates Msn2WT to Msn2DBD correlation (left) or Msn2WT abundance and motif binding
(right). The NQ to A mutant is indicated with *. (E, F) Acidic residues bias binding towards Msn2DBD promoters: binding phenotypes of the indicated
mutants are summarized as in Figure 3C above (E). Change in binding to Msn2DBD targets, measured as fold-change (FC), is also compared between
control substitution of N-neighboring and the respective N-to-X substitution (F).

relevant, as clustering those residues led to a loss of DNA
binding and cytoplasmic aggregation, indicating emerg-
ing intra-molecular interactions (Figure 5B, C). Of note,
aliphatic clusters emerged also in mutants testing the dis-
persion of acidic residues (e.g. Figure 3 and Supplementary
Figure S5A), likely explaining their differential effects.

Locally shifting the hydrophobic residues, or dispersing
them randomly within the IDR sequence had no effect
for most realizations, refuting the use of short linear mo-
tifs (Figure 5B). By contrast, deleting the three aliphatic
residues (L/I/V), or the three aromatic residues (F/Y/W),
shifted binding preferences away from Msn2WT and to-
wards Msn2DBD promoters (Figure 5D). Further, remov-

ing all six residues (L/I/V/F/Y/W) (n = 122, 22%) caused
an almost complete shift in preference, increasing similar-
ity with Msn2DBD to ∼80% correlation (Figure 5D). Po-
lar or acidic residues could not compensate for the hy-
drophobic AAs, as demonstrated by testing N, Q or D (Fig-
ure 5D). Therefore, the hydrophobic residues are required
for IDR activity, but their role is independent of linear
motifs.

To examine whether the hydrophobic residues could ex-
plain the multiplicity of specificity determinants spread
throughout the IDR (22), we sequentially eliminated the
hydrophobic content from segments of increasing sizes, in
steps of 20 L/I/V/F/W/Y residues deleted from either side
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Figure 5. Dispersion of aliphatic and aromatic residues is required for IDR-based binding. (A) Distribution of hydrophobic residues within the Msn2
nonDBD: shown are the locations of the indicated hydrophobic residues within the Msn2 IDR. (B, C) Clustering of hydrophobic residues perturbs genomic
binding and nuclear localization. Binding phenotypes of the indicated mutants are summarized as in Figures 3C above (Color indicates target residue
and shape mutation type). Also shown is the localization of LIV cluster mutants after EtOH exposure (C, arrows indicate possible aggregates, scale bar
corresponds to 5 �m). Note that binding preferences remain invariant to random or shifted positioning of the hydrophobic residues, while clustering leads
to complete loss of binding and nuclear localization. (D) Deletion of hydrophobic residues or non-similar replacement biases binding towards Msn2DBD
promoters: binding phenotypes of the indicated mutants are summarized as in Figures 3C above (Shape indicates target residue and color indicates mutation
type, see also Supplementary Figure S5B, for target signal and Supplementary Figure S5C for alanine replacements). (E) Genomic preferences depend
on the additive contribution of hydrophobic residues located throughout the IDR. Shown are the effects of sequential deletion of hydrophobic residues
from either end of the IDR on promoter preference similarity with Msn2WT (left), Msn2DBD (middle) and absolute motif binding (right). The effects
of sequential IDR truncation are also shown for comparison (Data from (22)). Note that removing only the hydrophobic residues has a similar effect to
deleting the corresponding IDR region, and that the effect only depends on the number of the removed residues not on their position, i.e. N- or C-terminal.

of the IDR (Figure 5E). As predicted, promoter preferences
followed the hydrophobic content, gradually shifting away
from Msn2WT and towards the Msn2DBD, similar to IDR
truncations (22) (Figure 6B). We conclude that hydropho-
bic residues located throughout the IDR are essential for its
role in directing promoter preferences.

A sequence-based model of Msn2 binding specificity predicts
the effect of IDR segments

Our results suggest that the IDR directs promoter prefer-
ences through multiple interactions carried by hydropho-
bic residues dispersed within a flexible sequence environ-
ment. This general pattern was indeed realized by all short

(50 AA) protein segments used in our previous truncation
experiments (Figures 5A, 6C and Supplementary Figure
S1A), consistent with the gradual effects of those trunca-
tions on promoter preferences (22) (Figure 5E). We noted,
however, that while obtaining a full DBD-like promoter
preference required removal of both aliphatic and aro-
matic residues, some of the 50-AA segments contained only
aliphatic residues but lacked aromatic ones (Figure 6C).

To test whether aliphatic residues, by themselves, are
sufficient for directing binding preferences, we replaced
all aromatic residues by different aliphatic ones. Binding
preferences were maintained when using the most abun-
dant leucine (L) (Figure 6A) (c = 0.98), although binding
strength was somewhat reduced (Figure 6B). Good com-
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Figure 6. IDR based binding preferences remain invariant to the replacement of aromatic by aliphatic residues: (A, B) Aliphatic but not aromatic residues
are critical for promoter preferences. Shown in (A) are the phenotypes of the indicated mutants, summarized as in Figure 3C above (left). Also shown
is a comparison between the promoter preference similarity of each mutant to Msn2WT as a function of its motif binding strengths (right, each dot is a
mutant with indicated mutants highlighted). Grey outline indicates the valine replacement which did not provide full rescue. Also shown are the scatter
plots comparing promoter binding by the two indicated exemplary mutants and Msn2WT (top, line indicates equal 1:1 binding) and a heatmap showing
the respective pairwise correlations (bottom). (C, D) Predicting the phenotype of tandem Msn2 segments: all 50-AA Msn2 IDR segments include multiple
aliphatic residues and most are negatively charged (C, left). In total, 28 tandem repeat constructs of different segments were created (C, right) and profiled.
The binding phenotype of tandem repeats for three representative segments is shown, one of which only contains one aromatic residue (S1) and one is
positively charged (S8) (D, see Supplementary Figure S6 for all segment tandem repeats). (E) Model for IDR-based binding: hydrophobic and in particular
aliphatic residues provide the specific interactions mediating IDR-based TF targeting. This role requires dispersion of these residues within a disordered
environment, in the absence of which the same residues abolish all binding at both Msn2WT and Msn2DBD promoters, either via direct DBD inhibition or
by overruling the NLS and preventing its nuclear localization.

pensation was also achieved by isoleucine (c = 0.95), but
less so by the least abundant valine (c = 0.88). Consis-
tently, replacement of both aliphatic and aromatic residues
by the aromatic phenylalanine (F) or tyrosine (Y) increased
binding at the Msn2WT promoters, but also shifted their rel-
ative preferences in a similar manner (Figure 6B). There-
fore, while both aliphatic (L, I) and aromatic residues (F,Y)
contribute to binding at Msn2WT promoters, their binding
preferences differ with the wild type one depending more
on the prominent aliphatic (14.4%) than the low aromatic
(4.6%) content.

To finally probe the redundancy of the code, we consid-
ered the 50-AA segments used in the previous truncation ex-
periments (22). As mentioned, none of those was sufficient,

on its own, for shifting preference away from Msn2DBD
(Supplementary Figure S1A). Yet, the additive nature of
the interactions predicted that tandem repeats will succeed
in biasing promoter preferences towards Msn2WT (Figure
6C,D). To test this, we fused 1–3 tandem repeats of each
segment to Msn2DBD (Figure 6C, Supplementary Figure
S6). As predicted, increasing the number of repeats led to
a gradual change in binding profiles, increasing similarity
with Msn2WT. The only exception was segment #8, (AA 401
to 450) which gradually inhibited binding also to Msn2DBD
promoters, and this correlated with its unique basic net-
charge, which we found to be inhibitory for IDR activity
(Figure 6C, D). Of note, two of the segments had no (#3:
AA 151–200) or a single (#1: 51–100) aromatic residue, but
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still biased binding towards Msn2WT promoters (Figure 6C,
Supplementary Figure S6). We conclude the IDR of Msn2
directs promoter preferences through multivalent interac-
tions carried by hydrophobic - mostly aliphatic- residues
spread within a disordered environment (Figure 6E).

DISCUSSION

Protein regions lacking a stable 3D structure can still in-
teract with other biomolecules in at least two ways. First,
short linear sequence motifs (SLiMs) within IDRs can pro-
vide structural or chemical complementarities associated
with specific molecular recognition. Second, multivalent in-
teractions can arise from the chemical composition char-
acterizing the low complexity sequences of disordered do-
mains (32,36,74,80–82). In this work, we examine the role
of IDRs in directing TF binding towards a particular sub-
set of promoters. Given the need for specific recognition, we
expected promoter binding preferences to depend on short
sequence motifs. This, however, was refuted by our data, as
Msn2 binding pattern remained largely insensitive to muta-
tions designed to abrogate such motifs. Our data further re-
futed a dominant role of electrostatics in guiding promoter
preference, as Msn2 retained strong target binding (albeit
with some changing preferences) when replacing charged
residues with polar ones. Positive charges, in fact, inhibited
IDR activity and could be tolerated only when dispersed
within negative ones.

Rather, our data suggest that the IDR of Msn2 directs
promoter recognition using multivalent interactions car-
ried by hydrophobic AAs separated by flexible (hydrophilic)
residues (Figure 6E). The hydrophobic residues include a
majority of aliphatic (leucine and isoleucine) and a minor-
ity of aromatic ones, while the interspacing residues are
mostly polar and a minority charged. Perturbing this design
led to a range of phenotypes. First, removal of hydropho-
bic AAs abrogated IDR activity, shifting binding prefer-
ences towards DBD-bound promoters. Second, grouping
hydrophobic residues together caused cytoplasmic aggrega-
tion and loss of nuclear localization and all DNA binding,
indicating emerging intra-molecular interactions. Third, in-
creasing the aromatic content (Y or F) by replacing flex-
ible residues inhibited IDR activity, perhaps through hy-
drophobic collapse. Finally, multiple mutations including
deletion of polar or acidic residues led to a decrease in
protein abundance and cytoplasmic retention, indicating
changes in conformation assembly that promote degra-
dation or occlude the NLS. IDR function therefore de-
pends on the balancing of hydrophobic residues, which pro-
vide the specific interactions required for promoter recog-
nition, and flexible residues, which keep those residues ex-
posed (Figure 6E). At a finer resolution, a balance between
charged vs. polar residues and between aliphatic and aro-
matic ones, tunes relative preferences at the various target
promoters.

The inferred sequence grammar may shed light on the
mechanisms through which the IDR directs promoter pref-
erences. It is notable that its central features resemble the
design used by ADs in co-factor recruitment (42–46): a hy-
drophobic motif surrounded by negative charge and intrin-

sic disorder that keep it exposed and prevent its collapse
(43). This similarity might suggest a shared mechanism, yet
several differences are notable. First, in our context of bind-
ing preferences, the residues carrying the interactions are
aliphatic (leucine and isoleucine), while ADs require aro-
matic residues (42,44–46), with leucine (but not isoleucine)
contributing in human but not in yeast (43). Second, acidic
residues are essential in ADs, but their replacement by the
polar N or Q retains strong binding at target promoters.
Finally, while short, 13–30AA regions are sufficient for ac-
tivating expression when fused to an endogenous DBD, a
larger region of hundreds of residues is required for shifting
binding preferences.

Our model is also aligned with a ‘stickers-and-spacers’
model explaining the formation of bio-molecular conden-
sates (34,39,83). Within this model, uniform spacing of
stickers separated by flexible spacers (e.g. hydrophobic
residues in a hydrophilic sequence) allows cross interac-
tions leading to condensate formation. This similarity raises
the possibility that the IDR incorporates Msn2 into tran-
scription condensates. We disfavor this possibility for two
reasons. First, self-assembly into condensates was mostly
observed for low-complexity sequences with clustered aro-
matic residues (39,40,47–49), whereas aliphatic residues,
central to our case, were shown to inhibit condensate for-
mation, at least in some contexts (84). Furthermore, we ob-
served Msn2-YFP to be diffused in cells, consistent with
previous failure to detect Msn2 clustering (85). In fact, ag-
gregates did arise, but only in mutants that, e.g. grouped hy-
drophobic residues together. Aggregation of the intact pro-
tein is therefore limited, perhaps by a balance favoring flex-
ibility over hydrophobic interactions.

A third possibility is that hydrophobic residues direct spe-
cific interactions with other TFs, in which case specificity
would result from the co-binding of interacting TFs to the
associated composite motifs. This is perhaps the most prob-
able possibility, which we are actively pursuing in parallel
projects.

Finally, the IDR could recognize its promoters through
direct DNA interactions. Since long IDRs are absent from
crystal structures, IDR–DNA interactions are sparse in
existing databases. Still, several literature evidences might
point to the possibility of specific IDR–DNA interactions:
First, short IDRs flanking the DBD are observed in avail-
able structures, and those often insert within the minor
groove (reviewed in (5)). Consequently, IDRs could pro-
vide specificity through indirect readouts of DNA shape.
Second, analysis of base-contacts within the minor groove
revealed preferences for hydrophobic (aliphatic) residues,
specifically for A-form DNA (86). Asparagine is also pre-
ferred in these interactions, but requires closer association
with DNA, while the hydrophobic residues can act at in-
termediate distances (86) and are therefore more compati-
ble with transient interactions that, perhaps, do not require
overcoming large entropic barriers. Third, transition to A-
form DNA is more common in the presence of GG and GC
di-nucleotides (87–89), and those dinucleotides are enriched
within Msn2WT-bound, but not the Msn2DBD-bound pro-
moters (Supplementary Figure S1B, C). Further studies are
required to test these and other possibilities.
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context-dependent prediction of protein disorder as a function of
redox state and protein binding. Nucleic Acids Res., 46, W329–W337.

67. Pak,C.W., Kosno,M., Holehouse,A.S., Padrick,S.B., Mittal,A.,
Ali,R., Yunus,A.A., Liu,D.R., Pappu,R.V. and Rosen,M.K. (2016)
Sequence determinants of intracellular phase separation by complex
coacervation of a disordered protein. Mol. Cell, 63, 72–85.

68. He,F., Borcherds,W., Song,T., Wei,X., Das,M., Chen,L.,
Daughdrill,G.W. and Chen,J. (2019) Interaction between p53 N
terminus and core domain regulates specific and nonspecific DNA
binding. Proc. Natl. Acad. Sci. U.S.A., 116, 8859–8868.

69. Zeng,X., Ruff,K.M. and Pappu,R.V. (2022) Competing interactions
give rise to two-state behavior and switch-like transitions in
charge-rich intrinsically disordered proteins. Proc. Natl. Acad. Sci.
U.S.A., 119, e2200559119.

70. Mao,A.H., Crick,S.L., Vitalis,A., Chicoine,C.L. and Pappu,R.V.
(2010) Net charge per residue modulates conformational ensembles
of intrinsically disordered proteins. Proc. Natl. Acad. Sci. U.S.A., 107,
8183–8188.
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