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Abstract

Advances in computer science and data analytic methods are driving a new era in mental health 

research and application. Artificial intelligence (AI) technologies hold the potential to enhance 

the assessment, diagnosis, and treatment of people experiencing mental health problems and 

to increase the reach and impact of mental health care. However, AI applications will not 

mitigate mental health disparities if they are built from historical data that reflect underlying 

social biases and inequities. AI models biased against sensitive classes could reinforce and even 

perpetuate existing inequities if these models create legacies that differentially impact who and 

how effectively a person is diagnosed and treated. The current article reviews the health equity 

implications of applying AI to mental health problems, outlines state-of-the-art methods for 

assessing and mitigating algorithmic bias, and presents a call to action to guide the development of 

“fair-aware AI” in psychological science.
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Since the beginning of clinical psychological science in the 1890s, the field has made 

important advancements, publishing thousands of research articles and developing over 

500 evidence-based mental health therapies for more than 150 different classified mental 

health disorders (American Psychiatric Association, 2013; APA Presidential Task Force 

Correspondence regarding this article should be addressed to Adela C. Timmons, Institute of Mental Health Research, Department of 
Psychology, University of Texas at Austin, 108 E Dean Keeton St, Austin, TX 78712, adela.timmons@austin.utexas.edu. 

HHS Public Access
Author manuscript
Perspect Psychol Sci. Author manuscript; available in PMC 2023 September 03.

Published in final edited form as:
Perspect Psychol Sci. 2023 September ; 18(5): 1062–1096. doi:10.1177/17456916221134490.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



on Evidence-Based Practice, 2006; Benjamin Jr., 2005). As stated in the 2012 American 
Psychological Association Resolution on the Effectiveness of Psychotherapy, mental health 

treatments are generally effective across a range of mental health problems (e.g., American 

Psychological Association, 2012; Cuijpers & Gentili, 2017; Hofmann et al., 2012; Weisz 

et al., 1995). However, despite considerable progress in clinical research and treatment, 

critical targets for improving the accessibility and effectiveness of mental health treatments 

remain. Even with the recent proliferation of evidence-based mental health therapies, mental 

health problems continue to affect 20% of the population and cost the global economy 

$2.5 trillion annually in health care, lost work productivity, disability, and mortality (Lancet 

Global Health, 2020; National Institute of Mental Health, 2022). The COVID-19 pandemic 

has exacerbated this already heavy toll, resulting in a widely recognized worldwide mental 

health crisis (e.g., Lancet Global Health, 2020; Lancet Global Health Covid 19 Mental 

Disorders Collaborators, 2021; Radfar et al., 2021).

Causes of shortfalls in mental health care, although complex, can be understood as 

generating from two broad categories: reach and impact. Reach includes the ability to 

access and engage with therapy. Fewer than half of people in the US who need mental 

health services receive them (National Institute of Mental Health, 2022). Factors such 

as lack of health insurance and lack of financial resources; lack of providers, lack 

of providers identifying with minoritized and marginalized groups, regional workforce 

disparities, and provider burnout; time and logistical constraints related to childcare, work, 

and transportation; prioritization of more urgent needs, such as food, safety, or housing; 

cultural differences in conceptualizing mental health problems and lack of alignment 

between available interventions and cultural values; and social stigma limit an individual’s 

capacity to obtain treatment (Alegría et al., 2018; Carbonell et al., 2020). Again, the 

COVID-19 pandemic has intensified these problems, resulting in long waitlists for remote 

mental health services and decreased opportunities to access in-person care (Ornell et al., 

2021; World Health Organization, 2020). Impact, in contrast, refers to the effectiveness 

of the treatments that are administered. A large body of work demonstrates the overall 

efficacy of psychotherapy, but for some people, treatment works only partially or not at all. 

Approximately 25 to 50% of those people who receive psychotherapy show no benefit, and 

an estimated 50 to 70% of people retain their clinical diagnoses at the end of treatment 

(American Psychological Association, 2020; Hofmann et al., 2012; Rozental et al., 2019).

Limitations in the reach and impact of mental health care have even greater implications 

for those people from resource-limited backgrounds, racial and ethnic minoritized groups, 

and those with severe mental health problems (e.g., Maura & de Mamani, 2017; McGuire 

& Miranda, 2008; Miranda et al., 2008). Psychological research has historically been 

designed by and tested on primarily White and high-income people, limiting the socio-

cultural sensitivity, inclusivity, and responsivity of our treatments and skewing our 

conceptualizations of the etiology and treatment of mental health problems toward the 

perspectives of the majority culture (Roberts et al., 2020). Compared to their non-Hispanic 

White counterparts, members from minoritized racial and ethnic groups are less likely 

to seek and obtain mental health treatment and are more likely to receive poor quality 

services when treated (Abe-Kim et al., 2007; American Psychiatric Association, 2017; 

Miranda et al., 2008; Sussman et al., 1987; Zhang et al., 1998). The adverse effects of the 
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COVID-19 pandemic have further exacerbated these social, racial, and ethnic mental health 

inequities, with those from resource-limited and racial and ethnic minoritized backgrounds 

experiencing greater exposure to the SARS-CoV-2 virus, higher mortality rates, fewer 

opportunities to work remotely, greater loss of income, and higher levels of COVID-19-

related stigma and discrimination (e.g., Hooper et al., 2020; McKnight-Eily et al., 2021; 

Miconi et al., 2021; Perry et al., 2021; Purtle, 2020; Saltzman et al., 2021; Sneed et al., 

2020). Differential exposure to the stress and trauma related to COVID-19, combined with 

barriers to accessing mental health services for historically underserved and under-resourced 

populations, highlight the need to develop effective and socio-culturally sensitive treatments 

to support diverse people. To reach and provide mental health services and supports to 

all who need them, the field has become increasingly focused on developing better ways 

to deliver mental health treatments; many such developments now focus on technological 

innovation as a promising tool to address mental health disparities (Comer & Barlow, 

2014; Kazdin & Blase, 2011). These technologies use the internet, smartphones, wearables, 

pervasive computing, and artificial intelligence (AI) to deliver and enhance mental health 

interventions.

The Promise of AI: A New Era for Psychological Science

AI is defined as the theory and development of computer systems that can perform human 

cognitive functions, such as visual perception, speech recognition, decision-making, and 

language (Joiner, 2018). When applied to the science of mental health, AI pertains to 

using machines to assist humans in diagnosing and treating mental health problems. The 

application of AI to mental health problems can take various forms (Dwyer et al., 2018; 

Graham et al., 2019; Shatte et al., 2019). Recent applications of AI include using biological 

markers to assist in making psychological diagnoses (e.g., Battista et al., 2020; Cai et al., 

2018; Erguzel et al., 2016; Patel et al., 2015) or using medical records to predict which 

people are most vulnerable to relapse, will need readmission, or require more extensive 

treatment (e.g., Arun et al., 2018; Choi et al., 2018; Dobias et al., 2022; Fernandes et al., 

2018). Other work focuses on using AI, smartphones, and wearable devices to monitor 

functioning remotely (e.g., sensing stress from biological signals; Faedda et al., 2016; 

Jacobson & Bhattacharya, 2022; Wahle et al., 2016; Yamamoto et al., 2018) and to send 

interventions via smart devices (e.g., a text prompting a person to complete a meditation) in 

naturalistic settings and specific moments of need (e.g., Carpenter et al., 2020; Juarascio et 

al., 2018; Nahum-Shani et al., 2018; Perski et al., 2021).

AI and related mental health technologies putatively enhance traditional services and 

delivery systems by helping create effective, affordable, and scalable automated and assistive 

technologies (Davenport & Kalakota, 2019; Noah et al., 2018; Queirós et al., 2018; Warren 

et al., 2018). Furthermore, AI and digital health interventions hold great potential as tools to 

address disparities in mental health treatment reach and impact (Bravo et al., 2014; National 

Academies of Sciences, 2016; Varshney, 2007). According to a 2021 survey of adults 

by the Pew Research Center, roughly 76% of people from resource-limited backgrounds 

own smartphones (Vogels, 2021). People from resource-limited backgrounds are among the 

fastest rising adopters of smartphones (Anderson-Lewis et al., 2018) and are more likely 

than their high-income peers to rely on a phone, rather than a computer or another device, 
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to access the internet for work, school, or entertainment purposes (Vogels, 2021). Smart 

devices are a cost-effective way to deliver mental health services and support (Iribarren 

et al., 2017; Price et al., 2014) and from a scientific perspective, can be used to collect 

ecologically valid time series data for testing key questions related to clinical intervention 

and therapeutic change. For example, AI modeling and related big data methodologies can 

be harnessed to (1) identify mechanisms underlying therapy response and their common 

factors to create unified mental health protocols (Barlow et al., 2017); (2) identify group 

versus individual therapy response predictors to adapt treatments to each individual through 

a model of precision medicine (Johnson et al., 2021); and (3) refine our methods of 

treatment administration to optimize precisely when, where, and how interventions are 

delivered (Hardeman et al., 2019). Although AI-based mental health technologies are not 

intended to replace traditional therapies and are not appropriate for all situations, such 

technologies could lead to a more flexible model capable of delivering effective mental 

health support to a greater percentage of the population.

Dangers in the Road Ahead: Will AI Result in the Perpetuation of Past 

Inequities?

As enthusiasm about the potential of AI to improve the reach and impact of mental health 

care grows, new technologically-based mental health treatments are being developed at 

breakneck speed (Bohr & Memarzadeh, 2020; Hindley et al., 2022; National Institute 

of Mental Health, 2017; Shaheen, 2021; Torous et al., 2020). Much of this work is 

motivated by the potential of AI to mitigate existing disparities in mental health. Yet, 

accomplishing this vision requires critical foundational research and development, careful 

consideration of the ethical issues involved, and a thorough understanding of how mental 

health-related AI technologies impact the people using them. What happens if an algorithm 

detects or predicts a risk event requiring a clinician to break confidentiality and make 

a report? Or, what if an algorithm gets a diagnosis or prediction wrong? Applying 

AI to clinical psychological problems requires researchers and developers to carefully 

consider issues such as privacy and confidentiality; harm prevention; risk and emergency 

monitoring and response; the development and adoption of regulatory frameworks for AI 

use; the identification and prevention of the misapplication of algorithms developed; an 

understanding of the implications of replacing established services; respect and protection 

of autonomy; transparency in building and applying algorithms; and understanding the 

long-term implications of algorithmic use and misuse (e.g., Fiske et al., 2019; Fulmer et al., 

2021; Noor, 2020).

Of particular and often overlooked importance is how algorithm development can lead to 

biased applications that reinforce and perpetuate past societal inequities (Brewer et al., 

2020). The proliferation of available data and technological methods for extracting insights 

from them might give the impression that such technologies are unbiased. However, just 

as humans’ past experiences and personal values influence their decision-making in biased 

ways, algorithms built by people on data collected by people are also subject to bias. 

Furthermore, the values and goals of algorithm developers may or may not coincide with 

users’ values and may sometimes run contradictory to the public good. For example, AI 
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applications commonly employed on news and social media websites utilize users’ past 

activity to determine what content is presented to them in the future. These models are 

often optimized to increase clicks, a metric that typically translates to financial gains for the 

businesses deploying the algorithms. Users may assume that the algorithm is explicitly built 

to learn their interests and may not fully understand the repercussions of interacting with the 

system. Although curated content may be a secondary benefit, the algorithm’s primary goal 

is to increase clicks. Thus, such an algorithm may predict what a person will click on but 

may fail to capture that person’s other values, such as reading diverse and accurate content. 

Utilizing AI models based on flawed assumptions or incongruent values (i.e., a mismatch 

between developers’ and users’ interests) can lead to unintended impacts that can compound 

over time. Specifically, biased models can create vortexes of distorted reality that proliferate 

exponentially and infiltrate more aspects of daily life (e.g., as seen with the recent impact of 

inaccurate political content and false information on society; Ali & Hassoun, 2019; Kreps et 

al., 2020; Mohseni & Ragan, 2018).

Biased algorithms and their problematic outcomes threaten the ethical use of AI-built 

models for mental health. Regrettably, our field has a long and well-documented history 

of biased research that has both caused and contributed to disparities in mental health. This 

legacy is evidenced by the systematic underrepresentation of diverse people in research 

samples and the underrepresentation of research scientists from diverse backgrounds, 

especially scientists in leadership positions (Hall, 2006; Henrich et al., 2010; Huff, 2021; 

Jones, 2010; Turpin & Coleman, 2010). As we develop AI applications for mental health, 

we must take responsibility for preventing their misapplication. Indeed, AI applications 

hold great potential to deliver improved mental health services and support to a greater 

percentage of the population—especially underserved and disadvantaged populations. Yet, 

if we simply capture more data and use more advanced analytic strategies to analyze that 

data without examining and eliminating underlying biases, then we will perpetuate existing 

historical biases and their resulting inequities. Although the problem of bias pertains to all 

psychological research and science using inferential statistics, AI applications to mental 

health warrant special consideration. These applications provide a mechanism to scale 

mental health services at an unprecedented level, which presents great opportunity and 

risk. It is well-recognized that AI is one of the next great waves of innovation in our field 

(e.g., Dwyer et al., 2018), with the first applications now being implemented and increasing 

applications to be employed in the coming years. Thus, our field has an opportunity to set a 

new trajectory and prevent the repetition, perpetuation, and exacerbation of past mistakes.

This chance to avoid the misapplication of AI converges with a broader social movement, 

reckoning, and awakening relating to diversity, equity, inclusion, and justice in the mental 

health field and, more broadly, the nation (Roberts & Rizzo, 2021; Williams, 2019). This 

movement toward diversity, equity, inclusion, and justice in mental health is evidenced 

by the recent publication, Call to Action for an Antiracist Clinical Science (Galán et al., 

2021) and other articles that call for the dismantling of oppression in psychological science 

(Andoh, 2021; Buchanan & Wiklund, 2020; Byrd et al., 2021; Hochman & Suyemoto, 

2020). In the current article, we present a broad integrative review to serve as a general 

framework, to increase awareness in the field, and direct psychological scientists to the 

work currently being conducted by engineers and the burgeoning empirical science of 
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equitable AI so that psychologists incorporate these developing standards within their 

own future AI applications. Given the very broad nature of the topic and the variety of 

different applications and scenarios it encompasses, it is not possible to include definitive 

answers to all questions relating to fairness and justice within the AI field or to provide 

detailed guidance on every bias evaluation and mitigation strategy. Rather, we aim to 

point psychological scientists to the broader fair-aware AI field so that evaluation and 

mitigation techniques are consistently employed moving forward, as is appropriate for each 

researcher’s specific circumstance.

What Is Bias and How Can It Influence AI?

Bias, an innate and unavoidable aspect of life, is the tendency to favor or exhibit prejudice 

against something or someone over others. Biases can take many forms, including social 

bias (i.e., prejudice against a person or group), cognitive bias (i.e., systematic errors in 

thinking and information processing), and statistical bias (i.e., the tendency to overestimate 

or underestimate the parameters of a population (Sica, 2006). All people have biases, which 

are neither inherently good nor bad, as biases reflect the way the brain unavoidably learns, 

functions, and processes information (Sali et al., 2018). Biases help people make sense of 

the world around them and can be adaptive and beneficial, such as when one chooses to eat 

healthy foods (e.g., salad over pizza) or avoid dangerous experiences (e.g., walking next to 

a cliff). From a biological standpoint, biases in cognition and behavior serve as evolutionary 

heuristics that help improve decision-making (Johnson et al., 2013). However, biases are 

based on inaccurate assumptions and stereotypes, rather than accurate information about a 

group or actual knowledge of an individual, can lead to misguided decision-making and 

systematic discriminatory practices (De Houwer, 2019; Delgado-Rodriguez & Llorca, 2004).

Although some biases are evolutionarily hardwired (e.g., error management theory; Haselton 

& Buss, 2000), many biases are learned through early socialization and result from 

upbringing (Hitlin & Pinkston, 2013; Sali et al., 2018). Our lived experiences make 

up schemas and categories of knowledge that help us interpret and understand the 

world (Piaget, 1952). These organizational mental structures, influenced by individuals’ 

experiences, guide their decision-making, behaviors, and interactions. In areas where we 

have little or no experience, we develop “gaps” in our cognitive schemas (Hefner, 2002). 

This limited representation of other people’s life experiences in our cognitive schemas 

may lead us to make systematically prejudiced inferences, decisions, and judgments. 

Additionally, our narrow schemas can lead to functional fixedness (German & Defeyter, 

2000), which prevents us from seeing and using information in new and nontraditional ways. 

This cognitive rigidity and overuse of traditional, expectancy-based thinking threatens the 

accuracy and utility of our scientific endeavors (Harley, 2017).

Biases can take explicit and implicit forms; explicit biases are intentional and controllable 

beliefs or attitudes toward groups, whereas implicit biases refer to our unconscious 

associations and preferences represented in our cognitive structures (Yarber, 2022). Implicit 

association tests (IATs) demonstrate the existence of these “gaps” through timed computer 

tasks that reveal peoples’ unconscious tendencies to identify particular social identities (e.g., 

gender, ethnicity, race, age, sexuality) more quickly and automatically as either good or bad 
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or as linked to specific qualities (e.g., female with caretaking; men with science; Greenwald 

& Krieger, 2006). Although both explicit and implicit biases are problematic, implicit biases 

are particularly insidious in their impact on society. Implicit biases become harmful when 

they limit an individual’s or group’s experiences and opportunities or cause an individual 

to be disadvantaged or experience discrimination due to their social identity. Implicit bias 

can lead to unfair decisions in the workplace (e.g., who is selected for employment or 

promotion), school (e.g., which students are penalized for misbehavior, placed in advanced 

classes, or admitted to prestigious schools), and health care (e.g., which treatment options 

we make available to which patients; Jost et al., 2009). Unfortunately, implicit biases are 

often inaccurate and result in systematic discrimination against individuals and groups 

(Payne & Hannay, 2021; Payne et al., 2017). Moreover, these biases can have significant 

downstream effects regarding the scientific questions we ask, the initiatives we prioritize, the 

laws we enact, and the social structures we form.

Just as underlying cognitive biases impact how build and interact with society at large, 

contributing to systemic inequities, statistical biases underlying the development of 

algorithms can and will result in similar inequities. In statistical procedures, bias occurs 

through unrepresentative sampling or inaccurate measurement (Delgado-Rodriguez & 

Llorca, 2004; Johnson et al., 2022). Like human biases that result from inadequate exposure 

to diverse life experiences, AI biases arise from insufficient exposure to “experience” in 

the form of representative and accurate data. As AI algorithms are continually developed 

and employed, they will create systems and networks paralleling that of schemas in the 

human brain and will be subject to similar limitations. Undoubtedly, the AI will reflect such 

biases if we continue to build from a foundation of historical and contemporary biases. 

Further, beyond reflecting existing biases in our society, such algorithms, if used to make 

important decisions regarding health, law, or access to opportunities or resources, may 

solidify, reinforce, perpetuate, and amplify inequities. When the AI decision-making process 

systematically biases decisions against one group (e.g., overestimation of recidivism), it 

impacts that group’s outcomes (e.g., harsher prison sentences, decreased opportunities, 

decreased access to resources, and decreased mental health), which then impacts the 

future decision-making of the algorithm (i.e., confirmation and amplification of the biased 

decisions). Ultimately, biased algorithmic decisions reflect more than isolated computations 

and can contribute to building social structures that create legacies with long-lasting 

consequences (Cummings, 2021).

The Science of AI: A Broad Overview of AI Methodology

Traditionally, AI has not been included as a standard part of training in psychological 

science doctoral programs. But in recent years, the field has come to recognize the 

importance of data science, big data, AI, and machine learning in psychological research 

and application (Blease et al., 2021; Graham et al., 2019; Luxton, 2014). The proliferation 

of AI in psychological science is evidenced by the increasing number of targeted faculty 

hires, newly opened data science centers, courses and concentrations offered, and training 

programs that explicitly focus on AI and interdisciplinary data science models (e.g., Cooper, 

2020; Irizarry, 2020; Kusters et al., 2020). Although a comprehensive introduction to the 

methods and procedures of AI are outside the scope of this paper (see Lantz (2019)or 
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Dwyer et al. (2018) for further reading), a brief description of AI methods is provided as a 

framework for grounding our discussion about how bias in AI impacts clinical science.

The primary goal of AI is to use computers rather than humans to make decisions or 

inferences. Relegating decision-making to a computer, if the algorithm works well and 

achieves its intended purpose, results in three advantages: (1) increased accuracy in making 

decisions, (2) the generation of new insights that human minds would be unable to 

independently find or recognize, or do so as quickly, efficiently, and inexpensively, and 

(3) enhanced ability to “scale,” or to implement a decision-making task quickly and cost-

effectively on a population level. To date, AI has been deployed most commonly in industry 

settings (e.g., Healthcare, retail and e-commerce, food tech, banking and financial services, 

logistics and transportation, travel, real estate, entertainment and gaming, manufacturing; 

Techjury.net, 2019). For example, a common application deployed in advertising involves 

using AI to contextually advertise and behaviorally target niche consumer populations with 

specific ads (IBM Watson Advertising, 2021). Such AIs can generate insights (e.g., a 

person clicked on an ad for a crib and thus should receive ads for related items, such 

as a stroller or baby bottles) and implement decisions (e.g., show an ad) at a scale (e.g., 

millions of consumers), speed (e.g., seconds), and cost (e.g., $1 per click) that human sales 

teams cannot match. Unlike traditional psychological research, which focuses on answering 

scientific questions, business-related AI aims to build cost-effective and efficient tools for 

achieving specific goals, such as reaching more people via advertising to generate sales and 

increase profits.

AI methods are generally classified into either unsupervised, supervised, or reinforcement 

learning techniques (Delua, 2021). Unsupervised learning refers to identifying the 

underlying associations or subgroups in the data that were not previously labeled (i.e., 

unknown outcomes). Supervised learning, in contrast, refers to algorithm development 

where data with known outcomes are used to generate rules or associations between an input 

and an output. After the decision-making algorithm has been created and validated using 

known outcomes, it is applied to new or “unseen” data for which outcomes are unknown. 

The final category, reinforcement learning, allows models to improve, even while being 

implemented, by incorporating user feedback as an outcome into the system and continually 

updating the model (Qi et al., 2021). In supervised and reinforcement learning models, 

rules are designed to optimize accuracy in making decisions about the known outcomes. 

In this paper, we focus on supervised methodologies. The development of supervised 

algorithms generally follows a standardized procedure that includes a training phase, where 

the algorithm is built, and a testing phase, where the algorithm is evaluated based on its 

predictive performance on unseen data. The first step in the training phase is identifying 

the task of interest. For instance, a researcher might wish to determine who is at risk for 

rehospitalization after admission to the psychiatric emergency room (i.e., the outcome of 

interest). Once the task is identified, the developer collects data upon which to develop and 

validate the algorithm. Data to be collected must include “features,” also known as predictor 

or input variables, and “labels,” (also referred to as ground truth or outcome variables; 

Krishnapuram et al., 2005; Topol, 2020). The features are ideally chosen to reliably detect 

or predict the outcome of interest. Labels are considered “ground truth” because they define 

the state of truth that directs the optimization of the algorithm. As discussed in the following 

Timmons et al. Page 8

Perspect Psychol Sci. Author manuscript; available in PMC 2023 September 03.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



sections, decisions about operationalizing algorithm labels have important implications for 

algorithmic bias. In our example above, an algorithm developer might collect data from 

hospital records (e.g., past assessments, diagnoses, and number of prior hospitalizations) to 

use as features and then collect data on who is re-hospitalized 6 months later to use as labels.

Once the data are obtained, the developer selects a model to build the algorithm. The 

choice of model varies by the application, goal, sample size, type of data to be used, and 

features of the outcome to be detected or predicted. Different models are appropriate for 

different cases, and each model has advantages and disadvantages associated with its use. 

Examples of commonly used models include neural networks, decision trees, and support 

vector machines (Hearst et al., 1998; Quinlan, 1990; Warner & Misra, 1996). Methods 

for building algorithms vary across models but are generally built by iterating through 

feature combinations (e.g., if the number of prior hospitalizations is greater than 2 and the 

depression test score is greater than 15; if the number of prior hospitalizations is greater 

than 3 and the assessment depression score is greater than 20) or by transforming features so 

that their combination yields a reliable estimate of the outcome of interest. After examining 

a variety of combinations, the algorithm selects an equation that maximizes performance 

on the known outcome. Different models employ different criteria for making selections, 

such as choosing feature combinations that maximize accuracy, R-squared, kappa, F1 score, 

sensitivity, specificity, area under the curve, or other related metrics. A central benefit of 

AI is that a computer can assess many feature combination equations beyond what the 

human mind could accurately and efficiently achieve. Although some models yield easily 

understandable results, such feature combinations can sometimes be highly complex. Given 

the rapid advancement of “black-box” methodologies (i.e., a system whose inner workings 

are unknown or difficult to interpret), recent efforts have also concentrated on building 

interpretable algorithms that promote transparency and trustworthiness by explaining how 

the algorithmic decisions are made (e.g., Dave et al., 2020; Khedkar et al., 2020; Plous & 

Holm, 2020).

After a model is developed in the training phase, the researcher next evaluates the 

model’s performance in the testing phase. Algorithms built on specific data will “overfit” 

the model to the peculiarities of that data. Thus, all models built on training data will 

overestimate model performance and, in turn, must be validated on unseen testing data 

before implementation. In AI-based research, appropriate validation techniques must be 

employed to prevent type I errors, spurious conclusions about associations in the data, and 

the overestimation of model performance. Validation using unseen data can be conducted 

in multiple ways; a standard procedure, especially in the initial model-building stage, is to 

withhold a certain percentage of randomly sampled data (most typically around 10–30%) 

during model training and then evaluate performance on the withheld data. The data used 

to build the model are called the training data, and the data used to evaluate the model are 

called the test data. The model built during the training phase is then applied to the test data 

and used to generate predictions. Model performance is subsequently assessed by comparing 

the developer-provided labels to the decisions generated by the algorithm and calculating 

various indices of performance (e.g., kappa, sensitivity, specificity, area under the curve, 

F1 score). At a minimum, algorithms should perform better than chance accuracy (e.g., 0.5 

sensitivity for a binary classification task with balanced classes), and for most applications, 
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should perform significantly better than chance accuracy (e.g., 0.7–0.8 sensitivity for a 

binary classification task with balanced classes) to be useful, although the standards for 

algorithmic accuracy will differ depending upon the application being tested (e.g., tolerance 

of false negatives may differ depending on the severity of the diagnosis being predicted). 

Of note is the consideration of class sizes; the accuracy estimates for sparse events will be 

high if the algorithm always guesses the absence of the event, so metrics such as kappa 

that account for base cell sizes are typically necessary to ensure that the algorithm performs 

above chance levels.

Beyond dividing the data into one training dataset and one testing dataset, a more 

sophisticated cross-validation approach, termed k-fold cross-validation, is often employed. 

This method uses the same principles as above, but instead of using two samples, the 

model selects a new training set and test set for k number of folds. Specifically, the model 

randomly selects a training and test set (fold 1) and computes the result, randomly selects a 

new training and new test set (fold 2) and computes the result, and continues across all “k” 

folds (Rodriguez et al., 2010). The results are then combined at the end of the procedure. 

Although any number of folds can be used, a common choice is 10 folds; fewer folds 

may be preferable for small sample sizes. Another validation method, commonly used in 

mental health applications, is the leave-one-participant-out cross-validation method, where 

data from one person are withheld per fold. The model is then tested on the person left 

out, and the process repeats for each person in the dataset. The choice between k-fold 
and leave-one-participant-out cross-validation depends on what estimate of accuracy is of 

interest. K-fold cross-validation is typically used to predict information when we have some 

(randomly chosen) labeled data from a participant. Leave-one-participant-out is typically 

used to predict information for a new person. In datasets where repeated observations are 

collected (e.g., daily mood reports over a month), leave-one-participant-out cross-validation 
also ensures that performance is not inflated by sampling non-independent observations. 

Because each dataset contains peculiarities specific to that sampling (e.g., time of year, 

location of sampling), models built via cross-validation will also overfit the data, albeit 

less so than if cross-validation was not employed. Thus, after validating performance via 

cross-validation, the model should be tested on completely unseen data, i.e., an entirely new 

dataset, to verify performance before wide-scale implementation and dissemination.

Although the above summary provides a general outline of AI procedures, AI researchers 

are continually building new methodologies for improving model accuracy and expanding 

the bounds of what is possible in AI. For example, the Caret package in R (Kuhn, 2009) 

allows researchers to use automated selection processes to choose the models, features, 

and parameter values employed to maximize algorithm performance. Other methodologies, 

such as boosting, bagging, and stacking (Sutton, 2005), collectively called “ensemble” 

techniques, combine multiple models and learning methods to enhance performance. Recent 

work has also focused on building personalized models, which aim to build algorithms 

specific to each person using the system. Some applications combine personalized modeling 

with reinforcement learning to improve model accuracy for individuals over time (den 

Hengst et al., 2020). Models that are capable of improving without direct human instruction 

are specially referred to as machine learning models because they can “learn” with the 

accumulation of “experience” over time (Ngiam & Khor, 2019). Other work combines 
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AI and human-based methods. In this framework, the AI provides a structure for clinical 

decision-making, but the final decision is made by a human. This framework has been 

implemented in various mental and physical health applications, such as self-injury risk 

(Ammermann et al., 2020; Brandmaier et al., 2013; Djulbegovic et al., 2018). Such methods 

can increase accuracy and efficiency in making clinical decisions while also maintaining 

interpretability.

How Bias in AI Could Impact the Mental Health Field

Psychologists are increasingly recognizing the potential of AI to improve diagnostic 

accuracy, generate insights through the computational power of automated analysis, and 

reduce human burden, resulting in more scalable and accessible mental health care. 

Although AI has great potential to enhance the field of mental health, it also holds the 

potential to be misapplied, either via algorithms that are biased against specific groups or 

social identities; the applications of algorithms to groups for whom model performance has 

not been validated; or through the inadequate application of cross-validation techniques 

that could lead to inflated type I errors and thus erroneous conclusions regarding the 

associations observed in the dataset. Applications of AI in mental health can be summarized 

into five general categories, including diagnosis, intervention, engagement and adherence, 

maintenance and monitoring, and prediction. In the following sections, we discuss the 

potential uses of AI for each category. For a more extensive review of how AI can be applied 

in clinical science, see Dwyer et al. (2018) and Shatte et al. (2019).

Diagnosis and Clinical Classification.

Diagnosis refers to the classification of mental health symptom sets into categories used to 

direct treatment conceptualization and course. Diagnosis is the beginning of the person’s 

journey to treatment; thus, accurate diagnosis is imperative for successful treatment. 

Traditionally, diagnosis is made by humans and is usually based upon structured clinical 

interviews, observation, questionnaire-based assessments and testing, and medical record 

review. AI applied to clinical classification could be used to make diagnostic decisions 

without a human or to aid diagnosis by making classification faster or more accurate. AI 

may also be a valuable tool for understanding heterogeneity within psychiatric conditions 

by helping to discover subgroups within symptom sets, predictors of subgroup membership, 

and associations between subgroups and treatment outcomes (Feczko et al., 2019; Lombardo 

et al., 2019). Even in best practices when multiple sources of standardized and validated 

methods are used to make diagnoses, human bias often influences diagnostic decisions. 

Clinicians’ biases and social attitudes have been shown to affect who is diagnosed with 

what disorder, such as women being over-diagnosed with Borderline Personality Disorder 

or people from racial and ethnic minoritized groups being over-diagnosed with Conduct 

Disorder, even when the clinical presentations or case vignettes of the groups are identical 

(Fadus et al., 2020; Gara et al., 2019; Garb, 2021; Warner, 1979; Widiger & Spitzer, 1991). 

Like bias resulting from human-based diagnostic decisions, bias from AI-based diagnostic 

decisions has important implications for mental health equity. If certain populations are 

systematically underdiagnosed, they may become disadvantaged because they cannot access 

mental health services or receive insurance benefits (Gianfrancesco et al., 2018; Seyyed-
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Kalantari et al., 2021). Conversely, systematic over-diagnosis of specific groups could lead 

to stigmatization, contribute to unfair and inaccurate perceptions of that group, or result in 

over-pathologizing normative or culturally grounded behaviors (Noor, 2020; Obermeyer et 

al., 2019).

Intervention.

After a diagnosis or classification is made, a course of treatment is typically initiated with 

the goal of improving or remitting symptoms related to a psychological problem. Treatment 

decisions include who will receive treatment, what treatment will be administered, and 

what level of support will be provided (e.g., outpatient treatment versus hospitalization, 

frequency of sessions, duration of treatment). AI-based mental health applications are 

typically designed to inform treatment decisions or make decisions in the stead of a 

human. Such AI methods aim to make therapy more effective or to automate treatment 

administration to make it less expensive or scalable to more people. Some algorithms focus 

on identifying which people should receive specific intervention modules or the ideal timing 

or order of the administered intervention modules. Other applications use smartphones and 

wearables to send interventions remotely and automatically ((JITAIs; Liao et al., 2018; 

Nahum-Shani et al., 2018; Wang & Miller, 2020) or use reinforcement learning to identify 

which techniques are working for a specific person, assign and send the most effective 

interventions more frequently, or develop individualized treatment programs. Importantly, 

AI therapies developed from homogenous samples may work well for the dominant group 

but may not work for those who are not adequately represented in the data. As new AI 

applications are developed, it will be critical to validate treatments in diverse populations 

to mitigate “digital divides” in mental health and to ensure that all people benefit from 

technological advances in treatment.

Engagement and adherence.

Effective intervention requires people to engage with therapy and adhere to the prescribed 

treatment protocol. Treatment engagement refers to people’s sustained participation in 

treatment (Dixon et al., 2016) whereas treatment adherence refers to whether the person’s 

behavior corresponds to clinician recommendations (Martin et al., 2005). Both adherence 

and engagement are linked to better treatment outcomes (Dixon et al., 2016; Donkin et al., 

2011). Initial research suggests that technology may be an effective tool for promoting both 

engagement and adherence (Barello et al., 2016; Christie et al., 2021; Clough & Casey, 

2011). With smartphones and computers, intervention content can be accessed and reviewed 

from home, homework assignments and completion reminders can be sent electronically, 

and people can complete symptom assessments quickly and easily. Moreover, reinforcement 

learning can be harnessed to determine when and under what conditions (e.g., when at 

home in the evening and looking at social media) people are more likely to complete 

homework assignments or respond to phone-based prompts. Another exciting technological 

application is the use of gamification, rewards, and point-scoring to encourage participation 

in treatment (Fleming et al., 2020; Pramana et al., 2018). Research to date indicates that 

people from racial and ethnic minoritized backgrounds, older adults, individuals with more 

severe symptoms, and people with low levels of health literacy exhibit lower engagement 

and adherence to medical and psychological treatment protocols (Maura & de Mamani, 
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2017; Raue & Sirey, 2011; Thapa & Nielsen, 2021). AI tools could help reverse this 

disparity by identifying factors associated with optimal treatment participation. But again, 

developers must continually assess, mitigate, and monitor AI models to ensure engagement 

and adherence are enhanced for all people.

Maintenance and monitoring.

After successful treatment of a psychological problem, the next goal is to maintain treatment 

gains over time and prevent relapse (Marlatt et al., 2009; Newman, 2012). This work may 

include helping the person transition from therapy successfully and helping them develop a 

plan about how to maintain treatment gains independently. Additional goals might include 

training individuals to self-monitor, recognize when symptoms are returning, and formulate 

a plan to reach out to obtain further treatment when needed. Although these strategies are 

important and effective components of the therapy termination process (Kupers, 1988), 

people may find it difficult to identify when relapse occurs or to recognize symptom 

recurrence early when relapse is easier to correct. AI could be used to help therapists 

identify early signs of relapse. People could provide data remotely (e.g., completing brief 

surveys at regular intervals submitted via smartphones or providing passive sensing data 

measuring sleep or exercise on wearables) so that algorithms can alert therapists when 

someone’s functioning begins to decline. Such algorithms may be particularly effective 

in identifying pre-relapse predictors of later functional decline (e.g., decreased physical 

activity, fewer social interactions). Relatedly, AI could be used to send micro-interventions 

or “nudges” at early stages in the relapse process (e.g., remember to go for a walk today), 

which could prevent a full relapse episode and the necessity for re-entering treatment. 

This application of AI could be especially helpful in bridging the gap between in-person 

therapy and treatment termination, allowing people to transition from therapy and gain 

skills independently while providing a safety net to monitor and quickly identify when 

additional support is needed. Some research indicates that people from marginalized groups 

are more likely to experience relapses of certain mental health problems; for example, 

racial and ethnic minoritized groups and those from under-resourced communities are 

disproportionately affected by poor health literacy, which has been shown to predict 

smoking relapse (Hoover et al., 2015; Stewart et al., 2014). AI may help to address such 

health disparities; however, as with all AI applications, scientists must carefully consider 

how marginalized and minoritized communities will be impacted.

Prediction.

Another important goal in the behavioral health field is to predict future mental health 

problems, episodes, or crises. Predicting who might need future mental health care provides 

an opportunity to administer preventative care, which is often less expensive and more 

effective than treating a mental health problem that has already developed (Gruber et al., 

2021; Lawrie et al., 2019). Furthermore, accurate prediction helps clinicians and health 

policy administrators allocate resources efficiently and ensures that people receive optimal 

support. For example, AI could predict which pre-teens are at risk for developing depression. 

If effective, allocating resources toward these pre-teens could prevent them from developing 

mental health problems later in life. As with other mental health AI applications, decisions 

like this have important and potentially life-changing implications for the user. Inaccurate 
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predictions could mean that individuals in need of services do not receive them or that 

people receive services they do not need. When algorithmic decisions are systematically 

biased against certain groups, those AI models will perpetuate rather than mitigate existing 

disparities in mental health care.

Inherent systemic social inequities result in biased foundations upon which we sample 

our data, select our teams, and build and evaluate our algorithms. Biased data and model 

development practices will result in biased algorithms, leading to biased applications. When 

people who share a certain aspect of social identity (e.g., race, age, gender) experience 

systematic bias caused by an algorithm’s data and decision, the social inequities of the 

disadvantaged groups are fed back into the algorithm development system. This kind of bias 

is especially problematic in reinforcement learning models where the AI continually updates 

the model based on system feedback, causing incorrect or biased decisions to amplify over 

time.

An Emerging Field of Research in Engineering: “Fair-Aware AI”

With the rise of AI, including applications from business to health care, government, and 

more, AI developers are becoming increasingly aware that the systems they are building 

do not always reflect their values. Specifically, engineers have found that AI algorithms 

deployed in various contexts (e.g., job hiring, college admissions) are generating decisions 

biased against certain genders, races, ages, and ethnicities—even when they are not intended 

to or when the application appears, superficially at least, unrelated to the bias generated. 

Many of these examples have been highly publicized and have important social implications. 

For example, Buolamwini and Gebru (2018) found gender and racial bias in the performance 

of facial recognition algorithms that are widely deployed by Facebook, IBM, and Microsoft. 

The authors found that these algorithms are substantially better at classifying gender 

when looking at people with lighter compared to darker skin tones. Additionally, research 

shows that speech detection software commonly employed by smartphones and utilized 

in household smart devices generates more word recognition errors in women and people 

from minoritized backgrounds (Bajorek, 2019; Koenecke et al., 2020). Models that flag 

and remove hate speech on Twitter and other online platforms have inaccurately flagged 

African Americans’ tweets as hate speech and systematically over-removed tweets posted by 

African American people (Davidson et al., 2019; Sap et al., 2019). Similarly, LBGTQIA+ 

YouTubers, whose careers and livelihood rely on the distribution and promotion of their 

content online, have documented that YouTube algorithms systematically over-flag and 

over-remove LBGTQIA+ content, leading them to file a discrimination lawsuit against the 

company (Bensinger & Albergotti, 2019). In yet another example, a recidivism prediction 

software called COMPAS has been demonstrated to overestimate the recidivism risk of 

Black and African American offenders compared to White offenders (Angwin et al., 2016; 

Dressel & Farid, 2018). Predictive policing systems have similarly come under scrutiny 

for their lack of transparency and training programs based on biased data that could lead 

to discrimination against minoritized communities (Akpinar et al., 2021; Richardson et al., 

2019).
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Examples of systematic AI bias in the health care domain are also accumulating. For 

example, Obermeyer et al. (2019) explored racial bias in risk prediction algorithms used 

by the health care insurance industry to refer people for additional screening procedures. 

The optimization metric used to define the algorithm was health care spending, which 

was used as a proxy for health, even though health care spending and health are not 

equivalent. Due to disparities in health care access and overall public health awareness 

for racial and ethnic minoritized groups, less money is spent on their care relative to 

non-Hispanic White patients. Thus, Black and African American patients had to have more 

severe and impairing symptoms than non-Hispanic White patients on average to reach 

the same health care spending level and to receive the same health risk score. This also 

meant that Black and African American patients had to be sicker on average before they 

were referred for additional services, thereby perpetuating the pre-existing inequity upon 

which the algorithm was built. In another example, Kamulegeya et al. (2019) found that 

an algorithm used to diagnose skin conditions built on a primarily non-Hispanic White 

sample performed far below acceptable levels when applied to people with other skin tones. 

Such low levels of model performance could lead to the misdiagnosis or underdiagnosis 

of medical conditions for minoritized groups and further perpetuate health disparities. To 

date, documented cases of AI-related bias in mental health applications are less common 

than in health care generally. But, as AI-based mental health models are increasingly built 

and deployed, instances of bias in the mental health domain will likely increase (Rubeis, 

2022). Importantly, the conceptualization and expression of emotion and mental health 

vary considerably across gender, race, ethnicity, and culture (Hareli et al., 2015; Office 

of the Surgeon General, 2001). Many AI applications for mental health aim to identify 

emotional states using Natural Language Processing (NLP) technologies, including the 

identification, transcription, and analysis of speech and text data (e.g., Calvo et al., 2017; Le 

Glaz et al., 2021); however, developers should exercise caution, as NLP has been shown to 

produce significant performance biases across different genders, races, ethnicities, religions, 

sexualities, cultures, and ages (Straw & Callison-Burch, 2020). Outside of the mental health 

domain specifically, psychological scientists are increasingly recognizing the risk of bias 

in AI in research generally, as evidenced by one recent article by Tay and colleagues 

(2022) that outlines measures for mitigating AI-based measurement bias in psychological 

assessment.

Growing recognition of how AI-related bias perpetuates societal inequities has led to the 

emergence of a specialized area of research termed fair-aware AI (Feuerriegel et al., 2020; 

Jones et al., 2020; Mehrabi et al., 2021; Veale et al., 2018). This small but fast-growing 

field of study focuses on developing methodologies and standards for building values into 

AI systems and identifying and mitigating AI-related bias. These ideas, which emerged in 

the engineering field, are now spreading to applied fields, including medicine, although 

applications in mental health have not yet been widely implemented. In the following 

sections, we summarize current methods for assessing and mitigating bias in AI and 

recommendations for how these methods can be integrated and employed for mental health 

application. Our review of these methods includes (1) a summary of the types of AI bias 

and the junctures in the algorithm development process where bias can be introduced, 

(2) a summary of the current methods for assessing and mitigating bias in AI, and (3) 
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recommendations for psychological scientists to integrate fair-aware standards in AI mental 

health applications.

Types of AI Bias and Junctures Where Bias May Infiltrate the Model 

Development Process

To reduce bias in AI applications for mental health, it is important to first identify the 

types of bias that can occur and the points at which it is likely to be introduced in the 

model development process. An AI-powered system’s decisions reflect the type of input 

data used and decisions made during training and evaluation; therefore, if the datasets and 

processes imbibed by an AI model are discriminatory (and adequate corrections are not 

employed to fully remove the bias), the output recommendations will also be discriminatory. 

Bias can be introduced at any point in the development process, including its sociocultural 

foundations, data input, model building, performance evaluation, and deployment. Bias may 

be introduced due to negligence, lack of understanding about the implications of the bias, or 

because the data scientists working on the training process are prejudicial. Figure 1 provides 

an overview of the algorithm development process and points where bias may be introduced. 

Table 1 summarizes different types of biases that could harm the predictions of a model at 

each phase of the algorithm development process. For a comprehensive review of the types 

of bias in AI, see Mehrabi et al. (2021).

The sociocultural foundation stage generally refers to society’s systematic and historically 

biased foundations. Sociocultural foundation bias impacts all subsequent steps in the model-

building process. An example of bias introduced at this stage includes structural inequality 
bias, which occurs when biases woven into the fabric of institutions, government, and 

organizations cause one group of people to be favored over another. For example, children 

without access to high-quality educational resources may have lower test scores; individuals 

receiving approval for a bank loan may be more likely to start a business or own a home; 

people with a history of incarceration are at higher risk for re-incarceration. If we aim to 

build algorithms to predict important outcomes, then an important foundational step would 

be to consider how structural inequalities might relate to the outcome and thus lead to biased 

results. Similarly, historical bias occurs when AI models are trained on data that no longer 

accurately reflect current reality (e.g., shifting trends in the gender pay gap; Australian 

Human Rights Commission, 2020). Models built on biased foundations caused by structural 

inequity or historical bias are often biased; these foundational biases must be considered 

before beginning the development process.

The data collection stage refers to collecting data used to build the model. The data 

collected will reflect the biases of the sample from which it was sampled. An example of 

bias introduced during the data collection stage includes representation bias, where certain 

groups are inadequately represented in the sample. Most models optimize results for average 

accuracy, which means that the majority demographic (and the associated estimates of 

parameters linking features to labels) receives the most weight in the algorithm construction. 

If the association between the input features and the labels differs across groups, the 

majority group will be more accurately represented. Measurement bias occurs when features 
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used in algorithm development fail to accurately represent the group for which the algorithm 

was developed. For example, measurement tools for capturing emotion in one culture may 

not accurately represent the experience and expression of emotion in different cultures. Or in 

ambulatory monitoring, measurement bias can occur when people from different groups use 

devices or equipment of differing quality to record their data.

The model-building stage refers to the process of decision-making when building the 

AI model. For instance, label bias refers to bias that occurs when selecting the criteria 

used to label the predicted outcomes. Systematic bias in categorizing labels can also lead 

to discrimination against certain groups. In the example of hate speech classifications 

on Twitter, the initial labels generated to build the model failed to accurately account 

for language differences across people from different racial and ethnic backgrounds; the 

unaccounted differences in language resulted in the tweets of African American individuals 

being inaccurately flagged as abusive speech (Davidson et al., 2019; Sap et al., 2019).

The model performance stage refers to biases that emerge when biases in the preceding 

stages have deleterious effects on the evaluation and performance of the model. Biases 

in model performance are typically caused by class imbalance bias, where there are few 

examples from historically underrepresented groups in the dataset compared to many 

examples of the majority group. This bias occurs when a model performs more accurately 

for some groups compared to others or results in a higher false positive or false negative rate 

relative to the dominant group.

Finally, the human inference and deployment stage refers to bias during algorithm 

deployment that exacerbates the inherent bias not previously addressed. In feedback loop 
bias, biased algorithms can lead to biased decision making, which further disadvantages 

marginalized groups, exacerbates social and systemic foundational biases, and feeds into 

subsequent model development.

Assessing and Mitigating Bias in AI

In the following sections, we review current methods for assessing and mitigating bias in 

AI. The suggestions provided, summarized from the literature to date, are not an exhaustive 

list. As a relatively new field, standards for fair-aware AI are still evolving; however, the 

evidence validating the use of these methods is growing rapidly and has already accumulated 

an impressive empirical base (e.g., Feng, 2022; Kamishima et al., 2012; Mehrabi et al., 

2022; Oneto et al., 2019; Pfohl et al., 2021; Ustun, 2019; Zemel et al., 2013; Zhao et al., 

2018). Although a complete review of all possible mitigations methods is outside the scope 

of the paper, we provide a general overview here to guide development and implementation 

within psychology. As fair-aware grows into a specialized subdomain of AI, we can expect 

many new developments in this area of research. The following recommendations are a 

starting place for mental health researchers to begin incorporating bias mitigation strategies 

into the algorithms they develop for mental health. In general, we propose that as standard 

procedure when developing algorithms for mental health applications, researchers conduct 

systematic bias assessments and employ mitigation strategies where needed. We further 

propose that researchers publish methods and results of bias assessments and mitigation 
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strategies and make this information available to the public before implementing algorithms 

in research, health, or commercial settings.

Assessment criteria.

Evaluation of bias in AI algorithms should include three general criteria: appropriateness, 

statistical bias, and fairness (Fletcher et al., 2021). Before beginning development, 

researchers should determine whether the task is appropriate for an AI. For example, 

why is it preferable for an AI, rather than a human decision-maker, to execute the task? 

What are the potential benefits and risks of using an AI? Is the proposed AI appropriately 

matched to its intended context? Developers must consider these fundamental questions 

before proceeding to the next assessment phase. After the initial model has been developed, 

researchers should consider whether the algorithm exhibits statistical bias concerning 

sensitive class. A sensitive class refers to any shared identities or backgrounds that could 

result in discrimination against certain people or groups and include: race, ethnicity, color, 

religion, national origin, sex, pregnancy, sexual orientation, gender identity, age, body size, 

physical or mental disability, veteran status, genetic information, citizenship status, culture, 

or spoken language, among others. The term statistical bias refers to the mathematical result 

of an algorithm and occurs when an algorithm exhibits a systematic error or an unexpected 

tendency to favor one outcome over another concerning a sensitive class (Mehrabi et al., 

2021). Statistical bias is typically introduced by training the AI on an unrepresentative 

sample where the majority group obtains greater weight in determining the parameters 

estimates than the minority group due to be being better represented in the data.

Bias in algorithms often leads to unfairness, which occurs when a person or group 

systematically experiences more unfavorable outcomes than the majority group (Fletcher 

et al. 2021). While statistical bias refers to the mathematical properties of the AI, fairness 
refers to the ethical and legal implications resulting from the statistical bias. Fairness can 

be assessed in various ways but generally refers to how well an algorithm performs in each 

group, which when applied to important decisions regarding diagnosis and treatment, could 

have serious implications for the health and functioning of its users. Equality of odds is 

achieved when the positive error and negative error rates are equal across groups. Related 

fairness concepts include equal outcomes, which is achieved when the outcomes of the 

algorithm (e.g., a diagnosis made or treatment recommended) are equal across groups, and 

equality of opportunity, which is achieved when positive outcomes (i.e., true positive rates) 

are equal across groups.

In many applications, researchers developing algorithms should remove bias related to 

sensitive classes. However, it is also important to note that, in some instances, differences 

across groups may be expected or warranted. For instance, disorder rates may legitimately 

differ across groups (e.g., higher rates of sickle cell disease in Black and African American 

people). In these cases, the goal is not for groups to be diagnosed at equal rates but 

rather that the true proportions of the disorder are maintained across groups. That is, the 

ratio of diagnostic labels used to build the algorithms (the “ground truth”) should match 

the ratios of predictions generated by the algorithm. It is critical in these instances that 

decisions reflect true group differences rather than underlying bias. Bias in diagnosing a 
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condition in an underrepresented group might lead a researcher to erroneously believe that 

the biased proportion represents a true group difference when the observed differences 

reflect systematic inequities. Often, determining what constitutes “truth” is a decision 

fraught with uncertainty because it is also subject to bias. This fact is especially salient 

in the mental health field, which focuses on the study and classification of internal and 

subjective experience, underscoring the importance of assigning labels carefully with input 

from the population upon which the algorithm will be deployed.

To date, various methods have been developed to reduce bias and ensure fairness in the 

design of AI models. These approaches, categorized into three stages of the development 

process, include data pre-processing, model in-processing, and decision post-processing 

(Mehrabi et al., 2021). The sections that follow outline steps to be completed at each 

stage. Figure 2 provides a flow chart of the decision-making process for completing a bias 

assessment and mitigation.

Data pre-processing.

Data pre-processing techniques, applied after the data are collected but before the model has 

been developed, aim to transform features and labels so that underlying differences across 

groups are removed. Specifically, after data are collected, researchers conduct statistical tests 

(e.g., ANOVA, t-test) to determine if any of the input features or the labels used to build 

the model show differences between groups or across the intersection of groups, (e.g., race 

× gender). Bias can occur in the input features when variables used to predict the outcome 

of interest vary systematically between different classes. In mental health applications, some 

models might use speech transcriptions as input data in an algorithm designed to detect 

mood states. However, AI-based speech recognition software is known to generate higher 

error rates in women and people from racial and ethnic minoritized backgrounds compared 

to other groups (Bajorek, 2019; Koenecke et al., 2020). If the data fed into the AI model 

better represent some segments of society compared to others (especially if these inputs 

are based on algorithmic decisions that exhibit bias), the resulting model could be biased 

as well. Similarly, bias in labels may occur if the criterion the algorithm is predicting is 

biased. As an example, bias could occur when people tasked with labeling conflict episodes 

in audio recordings misidentify conflict in individuals whose background differs from their 

own without taking into account how the expression of emotion and its interpretation vary 

across cultures (e.g., Hareli et al., 2015; Office of the Surgeon General, 2001). Because 

biased input features and labels can result in biased algorithms, scientists should examine 

whether these variables have systemic biases before moving on to the model-building phase.

Again, it is worth noting that, depending on the nature of the observed difference, a 

statistical difference across groups in features or labels may not be problematic. Observed 

differences across groups may be classified into three scenarios (1) differences that truly 

exist and should be maintained (e.g., vocal pitch is higher in women than in men due to 

biological factors); (2) differences that are likely the result of social biases (e.g., women 

speak fewer words than men; a group underperforms on an achievement test; a group has 

higher rates of recidivism) or the difference, regardless of its cause, could disadvantage a 

group in the future if maintained by the algorithm (i.e., a legacy effect); and (3), differences 
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that are not true difference but which are the result of biased thinking or measurement (e.g., 

one group is over-diagnosed with a mental health problem due to inaccurate perceptions of 

outgroup behavior). Crucially, classifying any of the differences mentioned above is also a 

subjective decision that is vulnerable to bias. It is therefore imperative to assemble diverse 

model-building teams, engage in thorough stakeholder and target population interviews, and 

carefully consider the meaning and implications of observed differences. On the one hand, 

a diagnosis can help ensure that people needing resources are identified and supported. 

On the other hand, receiving a diagnosis may lead to stereotyping and stigmatization. 

We suggest that differences across groups in features or labels should be maintained in 

Scenario 1 but removed or corrected in Scenarios 2 and 3 because these scenarios likely 

reflect underlying social biases and maintaining them could cause harm. Additionally, 

after the algorithm has been deployed, it is crucial to conduct regular assessments of the 

algorithm’s impact with input from the stakeholders and target populations to protect against 

unintended consequences, ensure the AI continues to work across developing and shifting 

social contexts, and allow for algorithm updates based on community feedback.

Once the development team has completed tests of group differences and stakeholder 

and target population interviews, they can take corrective action to remove biases from 

the dataset. For features, this might include removing the variable from the dataset or 

implementing a statistical correction, such as a data transformation or the recovery of and 

noise injection to inputs that correspond to sensitive attributes (Calmon et al., 2017; Zhang 

et al., 2018). Taking such action could eliminate sensitive attributes in the recorded signals, 

which might be contributing to the propagation of bias in AI decisions. For biased labels, a 

researcher could relabel the data to ensure an equal proportion of positive predictions for the 

sensitive group and its counterparts (Hardt et al., 2016; Luong et al., 2011). Other techniques 

for improving problematic models include reweighing labels before training (Feldman et 

al., 2015; Kamiran & Calders, 2012; Luong et al., 2011) and controlling target labels via a 

latent output (Kehrenberg et al., 2020). It is critical that members of sensitive classes provide 

feedback on assigned labels, especially when those labels are subjective and culturally 

grounded (e.g., coding tweets for abusive language or labeling audio recordings for episodes 

of conflict).

Model in-processing.

Model in-processing techniques attempt to modify the algorithm’s training process to 

ensure fair treatment for all samples. One example of a model in-processing technique 

is fairness regularization. The fairness regularization technique gives higher importance 

to samples from the sensitive group (Gorrostieta et al., 2019; Kamishima et al., 2011), 

therefore promoting pattern learning specific to that group. Researchers have designed 

other objective functions to promote fairness, including penalizing the mutual information 

between the sensitive feature and the classifier predictions (Kamishima et al., 2012) and 

adding constraints to the loss functions that require satisfying a proxy for equalized odds 

or disparate impact (Woodworth et al., 2017; Zafar et al., 2017a, 2017b). A minimax 

optimization problem has also been formulated to enhance fairness in addition to regression 

and classification loss criteria (Berk et al., 2017). Privileged learning is another strategy that 
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makes sensitive information available at training time but not at the testing time (Quadrianto 

& Sharmanska, 2017).

Decision post-processing.

Decision post-processing modifies the outcomes of the AI model to ensure that decisions 

are similar and accurate across groups. Once the algorithm has been developed and adequate 

model performance is achieved, researchers should examine systematic differences in model 

performance through statistical testing, such as t-tests. Specifically, researchers should 

examine the outcomes, or the ratio of model predictions (e.g., the number of diagnoses 

made versus not made), by group and by the intersection of groups (e.g., race × gender). 

The ratios should be the same across groups or, in the case of scenario 1 described above 

and assuming that the labels of the data are not biased, the AI algorithm should maintain the 

ratio of the labels (e.g., if there were 10 diagnoses and 20 non-diagnoses in the labels, the 

algorithm should predict a similar ratio). Researchers should also ensure that the proportion 

of negative and positive outcomes or likelihood of positive outcomes is the same for both 

groups (Hardt et al., 2016; Pleiss et al., 2017), as well as ensuring that favorable outcomes 

do not solely occur for the majority group (Kamiran et al., 2012).

Additionally, model performance metrics (e.g., accuracy, kappa, F1 score) should be 

compared across different groups. Models that perform significantly better in one group 

could lead to social inequities by benefitting certain groups more than others. Although 

related, model outcomes and model performance are distinct and should be examined 

separately. A model could have similar ratios of outcomes across groups (or maintain 

desired ratios across groups) but be far less accurate in one group than another or vice 

versa. The ratios of detected versus non-detected states may or may not differ across groups, 

depending on the application; however, a model should work equally well across groups 

in general. If unexpected differences in ratios of decision or model performance occur, 

then the researcher should either go back to the model-building stage and apply model-in-

processing techniques or should apply decision post-processing methods as described above. 

This process should then be repeated until fairness is achieved. Examples of decision post-

processing methods include taking a subset of samples and changing their predicted labels 

to appropriately meet a group fairness requirement (i.e., statistical measures of performance 

being similar across groups; Kamiran et al., 2012; Pleiss et al., 2017) or retrospectively 

making sure that the decision of the AI algorithm is the same for individuals that share 

similar characteristics, thus optimizing for individual fairness criteria (Lohia et al., 2019; 

Petersen et al., 2021; Yeom & Fredrikson, 2020). An important advantage of decision 

post-processing algorithms, compared to data pre-processing and model in-processing, is 

that they can be more computationally efficient because it does not require transforming the 

entire dataset or re-training the model at a large scale.

Integrated Equality- and Equity-Based Approaches to Mitigating Bias in AI

When implementing bias mitigation techniques, it can be helpful to think about these 

strategies in terms of equality-based and equity-based approaches for addressing health 

disparities. Equality-based approaches focus on ensuring that all groups have equal access 
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to resources and foundations for pursuing achievement and health (e.g., supplying all 

children with high-quality education or access to preventative health care; Murphy & 

Hallinger, 1989; Oliver & Mossialos, 2004). Equity-based approaches focus on ensuring 

that people who come from different backgrounds with varying degrees of resources and 

opportunity achieve positive outcomes (e.g., hiring a diverse team to work at a company 

or admitting a diverse body of students to an educational program; Creary et al., 2021; 

Sturm, 2006). Figure 3 provides examples of bias in AI mitigation strategies falling within 

each category. For example, equality-based approaches might include ensuring that the 

development team is representative and that different groups are adequately represented in 

the data. Equity-based approaches might include applying model in-processing or decision 

post-processing methods to ensure fair outcomes of algorithms. As a method for mitigating 

health disparities, equality can be conceptualized as a bottom-up approach, where the source 

of the disparity is addressed. Equity, in contrast, can be conceptualized as a top-down 

approach, where existing disparities are corrected. We suggest that algorithm developers 

apply both equity- and equality-derived methods for an integrated and justice-oriented 

approach to fair-aware AI. Although we should always take steps to address the causes of 

biases in our data, models, and society at large, we must also recognize that we cannot 

instantaneously undo these systemic and endemic historical and foundational legacies. 

Equality-based AI approaches will lead to increased fairness, whereas equity-based AI 

approaches will mitigate the foundational inequalities that cause disparities in outcomes. 

When employed in tandem, equality- and equity-based approaches will contribute to more 

just outcomes over time.

Recommendations

The following sections summarize our recommendations for assessing and mitigating bias 

in AI applications for mental health. These recommendations are divided into four stages, 

including model building (selecting a team, collecting data, and building the model), model 

evaluation (determining how well the model works and whether it exhibits bias), bias 

mitigation (fixing observed biases), and model implementation (publishing, monitoring, and 

updating). See Table 2 for a list of these recommendations. We suggest that these standards 

are implemented at multiple levels, including by individual research groups, ethical boards 

that provide oversight, and as legal requirements.

Model building.

The first step of building fair-aware AI models is to recruit a diverse team of people to 

build and inform the development of the algorithm. Some early studies have indicated that a 

lack of diversity in development teams could adversely impact model results. For example, 

one study found that prediction errors were correlated within team members’ demographic 

groups, especially for gender. That is, male programmers prediction errors were correlated 

more stronger to other males as compared to females. The study found that averaging 

across team members’ gender introduced equally predictive but uncorrelated information, 

which created performance improvements through cross-demographic averaging (Cowgill et 

al., 2020). Team members should include the scientists and engineers who will build the 

algorithms, as well stakeholders (e.g., doctors, therapists, insurers) and community members 
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(i.e., potential users of the technology) who represent the population for whom the algorithm 

is being built. Scientists, engineers, stakeholders, and community members should hold 

meetings at each stage in the development process so that members’ feedback, critiques, 

revisions, and contestations can be effectively integrated and to minimize mistakes that 

may limit the future effectiveness, sensitivity, inclusiveness, fairness, and generalizability of 

the algorithm to be developed. Major public policy organizations and research institutions, 

including the Brookings Institute and the Center for Equity, Gender, and Leadership at 

the Hass School of Business at the University of California at Berkeley have proposed 

stakeholder engagement to help developers select inputs and outputs of certain automated 

decisions (e.g., Lee et al., 2019, Smith & Rustagi, 2020). Getting users engaged early 

and throughout the algorithm development process will ultimately improve the user 

experience. Before starting development, methods for obtaining feedback and the timings 

of the feedback sessions should be planned. We suggest holding feedback sessions at the 

following stages: (1) conceptualization of the problem, (2) choice of labels, data streams, 

and sample to be collected, (3) pre-processing assessment, (4) post-processing assessment, 

(5) pre-implementation, and (6) post-implementation monitoring. Questions administered 

at the meetings should be standardized and should thoroughly assess all team members’ 

perceptions and concerns surrounding fairness, accountability, privacy, and data security. 

Mulligan et al. (2019) provides a helpful framework for selecting topics and designing 

questions to be covered in these meetings.

In the first stage, it is critical to interview the target population to ensure appropriate and 

accurate conceptualization of the problem and the solution. Labels and features used to 

build the model should be carefully selected with input and feedback from members of the 

target population. Avoid using sensitive attributes as feature inputs in model development as 

training AIs based on these proxies may unintentionally yield biases against specific groups. 

It is possible that algorithms may sometimes infer sensitive attributes via other variables 

that are non-sensitive themselves but related to the sensitive attribute. To avoid possible 

discriminatory outcomes, researchers are employing a myriad of techniques, including 

model balancing and encrypting sensitive attributes, which achieve accurate prediction 

performance while concurrently improving fairness (Kilbertus et al., 2018; Yan et al., 

2020). Various discrimination-aware deep learning methods currently employ loss functions 

or maximization adaption networks to improve model performance (Serna et al., 2020; 

Wang & Deng, 2020; Wang et al., 2019). One important future direction in the fair-aware 

field includes creating empirical tests of whether an algorithm can unintentionally recover 

information about a sensitive group.

In the second stage, ensure that your sample includes people from diverse backgrounds 

and matches the population for whom the algorithm will be deployed. For example, diverse 

databases have been proposed to improve face biometrics in a multitude of studies (e.g., 

Buloamwini & Gebru, 2018; Hupont & Fernández, 2019; Kärkkäinen & Joo, 2019; Merler 

et al., 2019). In one example, Kärkkäinen and Joo (2019) created a novel face image dataset 

containing 108,501 images, with an emphasis on balanced race composition. They found 

the model trained on their dataset to be substantially more accurate on novel datasets and 

with consistent accuracy between race and gender groups. Merler et al. (2019) have also 

contributed to increased accuracy through their Diversity in Faces (DiF) dataset, which 
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includes 1 million annotated human face images publicly available for advancing the study 

of facial diversity. Once data are collected, perform the pre-processing assessment, elicit 

feedback, and revise development plans based on the feedback received (Stage 3). Various 

data preprocessing methods have been shown to mitigate bias by selecting a subset of data 

that satisfies specified fairness constraints (e.g., representation rate) without attempting to 

model the distribution (Celis et al., 2016; 2018). In one applied example, Zhang et al. (2018) 

demonstrated that data pre-processing, including removing unwanted attributes from the 

signals, helps in mitigating biases when predicting income. If possible, use explainable and 

intuitive models and user-friendly visual tools so that non-specialists can easily understand 

the algorithm’s inner working and accurately judge its social implications. Transparency in 

model development, variables used, and any underlying assumptions at all stages is critical 

to developing fair-aware algorithms.

Model evaluation.

After obtaining model results, researchers should follow a standard set of procedures 

to assess bias in the resulting algorithm (Stage 4). This includes examining the ratios 

of algorithmic outcomes (e.g., diagnosis versus non-diagnosis) for each sensitive class 

and the intersection of sensitive classes (e.g., race × gender). In the case of Scenario 1 

outlined above, when there are true differences across groups, those differences should 

be maintained; thus, the ratios of the algorithmic outcomes should match the ratios 

observed in the labels. In the case of Scenario 2, where the difference might exist but 

should not be maintained, or Scenario 3, where the difference does not really exist but is 

the result of biased thinking and measurement, then bias mitigation strategies should be 

used to remove differences in the ratios of algorithmic outcomes across sensitive classes. 

Further, researchers should examine whether model performance metrics (e.g., F1 score, 

kappa, false, false positive rates, false negative rates) differ across classes. Ideally, models 

should perform equally well for all people and meet minimum performance levels in all 

groups. Finally, researchers should share the results of the post-processing assessment with 

stakeholders and community groups for feedback and revision. To increase transparency in 

the assessment of AI bias, researchers should share de-identified datasets and code in open 

data repositories.

Bias mitigation.

If bias is observed in the AI model as described above, then the researcher should return 

to the model development stage and apply model in-processing or post-processing bias 

mitigation strategies (Berk et al., 2017; Gorrostieta et al., 2019; Kamishima et al., 2011; 

Woodworth et al., 2017; Zafar et al., 2017a, 2017b). For example, researchers could 

transform data, inject or recover noise, (Calmon et al., 2017; Zhang et al., 2018), relabel 

the data to ensure an equal proportion of positive predictions for the sensitive group and its 

counterparts (Hardt et al., 2016; Luong et al., 2011), reweigh labels before training (Feldman 

et al., 2015; Kamiran & Calders, 2012; Luong et al., 2011), control target labels via a 

latent output (Kehrenberg et al., 2020), apply fairness regularization, penalize the mutual 

information between the sensitive feature and the classifier predictions (Kamishima et al., 

2012), or add constraints to the loss functions that require satisfying a proxy for equalized 

odds or disparate impact (Woodworth et al., 2017; Zafar et al., 2017a, 2017b). See Figure 2 
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for a general framework for applying bias mitigation techniques. After applying corrections, 

researchers should repeat the previously delineated steps in the model-building phase until 

the model no longer yields biased results.

Although research in the fair-aware AI domain is still evolving, early and promising work 

shows that bias evaluation and mitigation methods are effective in reducing bias in AI 

algorithms (e.g., Feng, 2022; Hardt et al., 2016; Kamishima et al., 2012; Mehrabi et al., 

2022; Oneto et al., 2019; Pfohl et al., 2021; Ustun, 2019; Zemel et al., 2013; Zhao et al., 

2018). For example, Ustun et al. (2019) used a recursive procedure to decouple subgroups 

of individuals and train decoupled classifiers for each subgroup. The authors showed that 

this process improved estimation accuracy while ensuring fair outcomes across the identified 

subgroups. In another example, Oneto et al. (2019) imposed fairness constraints, measured 

via Equalized Odds or Equal Opportunities, on a multitask learning framework that clustered 

individuals based on their demographic attributes, as estimated by the input data. These 

were applied for the prediction of violent recidivism scores, with results indicating high 

accuracy and fairness across groups. Kamishima et al. (2012) proposed a “prejudice 

remover regularizer,” which enforces the outcome of the machine learning model to be 

independent of sensitive information. This was applied to remove bias to a machine learning 

task that estimates high incomes based on other characteristics, finding that this approach 

successfully reduced gender and racial bias in the model. Pfohl et al. (2021) attempted to 

characterize the impact of imposing group fairness constraints on model performance for 

clinical risk prediction. Results showed that the method reduced bias while degrading the 

overall performance of risk prediction, highlighting the need for developing methods that 

sustain fairness for clinical applications. Hardt and colleagues (2016) showed that using 

different metrics to train and evaluate their model yielded fairer decisions for predicting 

credit scores. In a similar example, Zemel et al. (2013) added fairness constraints during 

training and found that this method mitigated age bias when predicting credit scores. Finally, 

Zhao et al. (2018) imposed post-processing to remove gender bias in word embeddings, 

resulting in language representations with enhanced fairness between men and women.

Model implementation.

Upon building a fair-aware algorithm that follows the guidelines listed above, developers 

should conduct interviews and qualitative assessments with the target population and 

other stakeholders to evaluate the model’s potential impacts on the community (Stage 5). 

Assessment should also include the target group’s perceptions of the algorithm’s fairness 

and concerns relating to privacy, security, and accountability. Before dissemination, the team 

should write an implementation plan that includes a list of possible negative outcomes and 

worst-case scenarios, planned remedial actions to be taken if such events occur, safeguards 

for preventing algorithmic misuse, a monitoring plan, defined parameters for evaluating the 

algorithm, and stopping rules for discontinuing the algorithm’s use, if warranted. If possible, 

these plans should include an opt-out option and an appeal process to request human 

review of decisions generated by the algorithm. Such appeal processes should be efficient 

and easily accessible to users. Reasonable alternatives to the AI should be offered and 

should, to the extent possible, be comparable in their cost and effectiveness. De-identified 

data, model results, the bias assessment, and implementation plan should be published and 

Timmons et al. Page 25

Perspect Psychol Sci. Author manuscript; available in PMC 2023 September 03.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



made publicly accessible. Additionally, published materials should be transparent and easily 

understandable to non-experts. After deployment (Stage 6), regular algorithm monitoring 

and calibration should be maintained, especially in the case of reinforcement models. 

Lastly, researchers should examine the interaction of the algorithm with the community 

members to evaluate potential algorithm drift and identify and correct unanticipated negative 

consequences, conduct regular assessments with stakeholders, incorporate revisions at 

regular intervals, and repeat the model development process if the algorithm is to be adapted 

to new populations or applications. Various AI advocacy groups, including a group of 

experts appointed by the European Commission (High-Level Expert Group on Artificial 

Intelligence, 2020) and the US Department of Commerce National Institute of Standards 

and Technology (Schwartz et al., 2020) have made similar recommendations in recent years. 

Although empirical work in this area is limited to date, one study by Shin (2021) showed 

that increased AI explainability was associated with increased levels of consumer trust and 

emotional confidence.

Importantly, the goal in designing AI applications for mental health is to build equitable and 

highly effective therapies. When ensuring equality of performance through equality of odds 

or opportunity, for example, it is possible to create a solution that works equally well for 

Groups A and B but does not work as well as it could for Group A because the performance 

of Group A was penalized in the loss function to ensure equity with Group B. Alternatively, 

it is possible that the therapy works poorly in both groups. The discipline of Distributive 

Justice involves determining the moral distribution of resources in society (Lamont & 

Favor, 2017). In the Distributive Justice framework, there are many competing philosophies, 

ranging from Strict Egalitarianism, which advocates for equal outcomes in all scenarios, to 

Libertarianism, which advocates that performance in the dominant group is never sacrificed, 

as that would constitute redistribution of resources at the expense of the dominant group’s 

liberty. Although we cannot provide definitive answers to these complex social issues, it 

is critical for researchers building AIs to consider how their applications intersect with 

these important philosophical, economic, social, and political questions. Some early work 

in the engineering domain has begun to build quantitative solutions for ensuring fairness 

while not sacrificing model performance (e.g., Obermeyer et al., 2019). For example, 

common optimization metrics used in machine learning, such as the disparate impact or 

equal opportunity difference, reflect the rationale behind these frameworks. However, after 

training the new unbiased models, it is essential to investigate the performance of the new 

algorithms for each considered group.

It is worth noting that it may not be possible or even desirable for researchers to ensure 

complete fairness for all sensitive classes and combinations thereof. Data on all sensitive 

class memberships are not always available and a complete assessment of all permutations 

of class memberships could prove unfeasible for some development teams. Problems 

relating to (1) inadequate power to test all group combinations, (2) differential power across 

groups given that groups may have differential representation in the data, and (3) inflated 

Type I error rates resulting from testing differences across many groups limit the ability to 

conduct comprehensive tests for all bias possibilities. Although the recommendations listed 

above outline the ideal scenarios for model development, we also recognize that not all 

teams will be able to complete all steps as recommended above for all class combinations. 
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At a minimum, algorithms should be developed and validated on the populations for whom 

they are intended, and the disseminated materials should include transparent information 

about the people and use cases for whom the output is unvalidated. Differences that remain 

after bias mitigation has been implemented should be clearly delineated in the published 

materials. Users of algorithms can then rely on this information to decide and consent 

to using the AI, but only if there is transparency in the model-building process (e.g., via 

interpretable or explainable AI algorithms) and comparable alternatives to using the AI are 

available and easily accessible.

A Call to Action: Standards of AI Bias Assessment and Mitigation in 

Psychological Science

Social, political, and historical events (Roberts & Rizzo, 2021; Williams, 2019) co-occurring 

with recent calls from researchers to dismantle systematic oppression within science broadly 

(Andoh, 2021; Buchanan & Wiklund, 2020; Byrd et al., 2021; Galán et al., 2021; Hochman 

& Suyemoto, 2020) have led to an increased focus on advancing diversity, equity, inclusion, 

and justice objectives in the mental health field. One central goal of psychological science 

in the coming years will be to develop mental health interventions that are accessible and 

effective for all people (Gee et al., 2021; Gruber et al., 2021; Ramos et al., 2021). Advances 

in technology and AI hold great promise for increasing the reach and impact of mental 

health care; this enthusiasm is evidenced by the amount of money invested, research grants 

awarded, training programs started, centers formed, and new positions created that focus on 

applying data science methods to mental health applications. However, the field must ensure 

that we do not repeat past mistakes or perpetuate past inequities and that the interventions 

we develop with these new technologies are widely accessible, equitably effective, and 

inclusively made. Although the concepts in this paper (e.g., collecting diverse samples, 

employing diverse teams) are broadly relevant to all research using inferential statistics, we 

contend that these ideas are especially important in the application of AI due to (1) the 

historical timing of the rising use of AI, (2) the great potential for future harm, as AI will 

soon create new systematized social structures at a scale that has been previously unseen, 

and (3), if heeded, an opportunity to prevent misapplication of AI in the mental health field. 

It is thus critical to generate awareness of what is at stake and develop methodological 

standards for assessing and mitigating bias in AI in our published research and mental health 

interventions deployed. The assessment and mitigation of bias in AI is quickly becoming 

a field of study unto itself and will help to ensure that the new technologies we develop 

are consistent with the values of our field to promote equity, inclusion, and fairness. In the 

coming years, as the field increases its focus on building data science applications for mental 

health, we must ensure that the next generation of scientists is trained and well-versed in 

applying fair-aware AI methodologies.
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Reflexivity Statement

A reflexivity statement is a statement that describes scientists’ personal backgrounds to 

acknowledge how the outcomes of our research are influenced by and situated within 

specific biases, contexts, and lived experiences.
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is especially interested in improving the mental health trajectories of those who come 

from historically minoritized groups. His interest in this population draws on his own 

intersectionality as a Bisexual African American male. He understands the risk that bias 

poses to these digital mental health technologies. He will utilize his experience to mitigate 

the introduction of bias into the research and development of new digital mental health 

treatments so those from minoritized groups are not harmed.
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is something that cannot be removed; however, it can be mitigated. She wants to make the 

world a better place where everyone is treated equitably.
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been constrained by non-representative sampling and digital mental health formats have 
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populations underserved by traditional brick-and-mortar services. He believes considerable 

efforts are needed to ensure digital mental health services go beyond simply adding more 

treatment options and alternatives for populations that are already served by traditional care 

models and that there is a critical need to understand how marginalized and minoritized 

populations experience and respond to digital mental health services. JSC recognizes that 

there is an inherent risk of bias associated with his position as a White cis-gender male 

studying how marginalized and minoritized populations experience technology-based care 

and the impact of such technology-based care on clinical outcomes.
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a program of dissemination, implementation, and services research to support youth service 
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psychological science. SLF acknowledges the risk of bias that accompanies her identity as 

a White cisgender woman and her position as a cultural outsider to the marginalized and 

minoritized communities with whom she collaborates. Her work builds on individual and 

cultural strengths, responds to the expressed needs, and respects the priorities, resources, and 

constraints of youth service systems.

Theodora Chaspari: TC is an Assistant Professor in Computer Science and Engineering. 

Her research interests lie in machine learning, data science, and affective computing. As a 
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Figure 1. 
Overview of the model-building process and points at which bias can be introduced to 

models.
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Figure 2. 
Overview of the steps for incorporating bias in AI assessment and mitigation. Y = yes. 

N = no. Stakeholders/target population should be interviewed at each stage and feedback 

incorporated. *The questions presented in the decision post-processing stage can be 

completed simultaneously or the order can be interchanged.
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Figure 3. 
Visual depiction demonstrating how strategies to assess and mitigate bias in AI integrate 

with equality- and equity-based approaches to address disparities in mental health. Equality-

equity visualization adapted to bias in AI from the Interaction for Social Change Model 

(Maguire, 2016).
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Table 2

Recommendations for Assessing and Mitigating Bias in Mental Health AI Applications

Model Building

1. Recruit a diverse team to build the algorithms (e.g., Cogwill et al., 2020).

2. Recruit stakeholders and representatives from target population to inform all stages of development (e.g., Lee et al., 2019).

3. Create a standardized system for eliciting feedback and revising models, including standard questions (e.g., Mulligan et al., 2019).

4. Elicit feedback from stakeholders/target population on problem/solution conceptualization, revise (e.g., Lee et al., 2019; Smith & Rustagi, 
2020).

5. Elicit feedback from stakeholders/target population on features and labels to be used, revise (e.g., Lee et al., 2019; Smith & Rustagi, 
2020).

6. Collect representative data that matches the target population and application to be implemented (e.g., Buloamwini & Gebru, 2018; 
Hupoint & Fernandez, 2019; Karkkainen & Joo, 2019; Merler et al., 2019).

7. If possible, avoid using sensitive attributes as features in model development (e.g., Kilbertus et al., 2018; Yan et al., 2020).

8. After collecting data, conduct a pre-processing bias assessment on features and labels (e.g., Celis et al., 2016; Celis et al., 2018; Zhang et 
al., 2018).

9. Elicit feedback from stakeholders/target population on data pre-processing assessment, revise (e.g., Lee et al., 2019; Smiith & Rustagi, 
2020).

10. If possible, choose interpretable and intuitive models.

Model Evaluation

1. Examine ratios of predictions (e.g., ratio of diagnoses versus non-diagnoses) across sensitive attributes and combinations thereof (e.g., 
Hardt et al. 2016).

2. Examine model performance (e.g., accuracy, kappa) across sensitive attributes and combinations thereof (e.g., Hardt et al. 2016).

3. Elicit feedback from stakeholders/target population on decision post-processing assessment, revise (e.g., Hardt et al. 2016).

Bias Mitigation

1. If bias is detected, apply model in-processing and decision post-processing methods (e.g., Feng, 2022; Kamishima et al., 2012; Mehrabi 
et al., 2022; Oneto et al00., 2019; Pfohl et al., 2021; Ustun, 2019; Zemel et al., 2013; Zhao et al., 2018).

2. Repeat Model Evaluation Steps 1–3 until bias is removed from the model.

Model Implementation

1. Identify and plan for appropriate use cases for applying the algorithm.

2. Identify and plan for worst-case scenarios and outline remediation plans for these scenarios (e.g., High-Level Expert Group on Artificial 
Intelligence, 2020).

3. Delineate and implement safeguards and model monitoring parameters (e.g., High-Level Expert Group on Artificial Intelligence, 2020).

4. Delineate and implement opt-out and appeal processes that are easy and straightforward (e.g., Schwartz et al. 2020).

5. Elicit feedback from stakeholders/target population on model results and implementation plan, revise.

6. Publish algorithm, de-identified dataset, documentation, and Bias and Fairness Assessment results (e.g., Shin 2021).

7. Maintain regular monitoring and assessment of algorithm impact and update the model as needed (e.g., Schwartz et al. 2020).

8. Elicit feedback from stakeholders/target population on monitoring and impact assessments, revise.

9. Repeat process for any model adaptations to new target populations or use cases.
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