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ABSTRACT
Objectives The objective of this study was to explore 
the use of natural language processing (NLP) algorithm to 
categorise contributing factors from patient safety event 
(PSE). Contributing factors are elements in the healthcare 
process (eg, communication failures) that instigate an 
event or allow an event to occur. Contributing factors can 
be used to further investigate why safety events occurred.
Methods We used 10 years of self- reported PSE reports 
from a multihospital healthcare system in the USA. 
Reports were first selected by event date. We calculated 
χ2 values for each ngram in the bag- of- words then 
selected N ngrams with the highest χ2 values. Then, 
PSE reports were filtered to only include the sentences 
containing the selected ngrams. Such sentences were 
called information- rich sentences. We compared two 
feature extraction techniques from free- text data: (1) 
baseline bag- of- words features and (2) features from 
information- rich sentences. Three machine learning 
algorithms were used to categorise five contributing 
factors representing sociotechnical errors: communication/
hand- off failure, technology issue, policy/procedure issue, 
distractions/interruptions and lapse/slip. We trained 15 
binary classifiers (five contributing factors * three machine 
learning models). The models’ performances were 
evaluated according to the area under the precision- recall 
curve (AUPRC), precision, recall, and F1- score.
Results Applying the information- rich sentence selection 
algorithm boosted the contributing factor categorisation 
performance. Comparing the AUPRCs, the proposed NLP 
approach improved the categorisation performance of 
two and achieved comparable results with baseline in 
categorising three contributing factors.
Conclusions Information- rich sentence selection can be 
incorporated to extract the sentences in free- text event 
narratives in which the contributing factor information is 
embedded.

INTRODUCTION
Patient safety event (PSE) reporting systems 
aim to identify safety hazards by encouraging 
hospital staff to report on errors and poten-
tial errors in the hospital system.1 2 Although 
PSE reports are limited in that they are often 
voluntary and only captures a small percentage 
of the actual prevalence of hazards, these 
reports have been demonstrated to still be 

a valuable lens to understand and improve 
patient safety.3–6

PSE reporting systems collect structured 
and unstructured data. The unstructured 
data include information about events, such 
as the contributing factors (CFs) relating 
to events and patient condition.7 CFs are 
important as they represent the factors influ-
encing patient safety incidents (eg, socio-
technical issues, communication failures, 
technology issues).8–10 Although identifying 
and mitigating CFs could improve patient 
safety, the language associated with CFs could 
be subtle and difficult to extract as CFs might 
not always be explicitly described as CFs. It 
could be interjected between other state-
ments, which makes extracting CFs and using 
current document- level natural language 
processing (NLP) and machine learning 
approaches challenging and often relies on 
time- intensive manual review. In the example 
below, while the CF distraction, there is only 
one sentence about a distraction:

‘Registered nurse (RN) was preparing 
patient for left eye surgery, verified site and 

WHAT IS ALREADY KNOWN ON THIS TOPIC
Contributing factors are important in patient safety 
event (PSE) report analysis, but the language associated 
with contributing factors could be subtle and might be 
embedded in other statements. This makes extracting 
contributing factors challenging through either manual 
analysis or machine learning approaches.

WHAT THIS STUDY ADDS
We explored the use of a natural language processing 
algorithm leveraging the unstructured PSE reports to 
identify information- rich sentences and demonstrated 
how this method improved classification performance 
of contributing factors in PSE reports.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY
This approach can be used in near real- time to reduce 
the burden of manually extracting the factors influenc-
ing a patient’s safety incident.
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procedure, consent for left eye surgery signed by the 
patient at bedside. RN was interrupted and inadvertently 
placed the eye drop for the procedure into the right eye. 
Patient was notified. Doctor was at bedside’.

The contributions of this work are twofold. First, we 
explored the use of NLP techniques to categorise CFs 
from PSE reports. Specifically, we investigated the utility 
of identifying information- rich ngrams and sentences in 
categorising CFs. Second, we employed three machine 
learning algorithms to categorise CFs: logistic regression 
with elastic net regularisation (elastic net), XGBoost and 
feed- forward neural network (FFNN).

BACKGROUND
PSE reports
PSE reports contain information regarding adverse events 
and errors in healthcare.11 PSE reports contain both 
structured and unstructured data. For example, the rele-
vant department and level of patient harm are reported 
as structured data. The event narrative is reported as 
unstructured, free- text data. While reporting systems 
encourage reporters to annotate reports with structured, 
easily searchable data, there are known limitations to 
reporting systems. They often rely on self- reporting, only 
captures a small per cent of hazards, can sometimes be 
bias based on who or what departments are reporting.12 13 
Also, the definition of taxonomies can be confusing.14

An example of this is the annotation or coding of CFs. 
Although reporting systems can give checkbox options 
to reporters to select associated CFs, they are used infre-
quently. As a result, relevant information about CFs would 
only occur in the free- text event narratives.

CFs in PSE
CFs are elements in the healthcare process (eg, sociotech-
nical issues, communication failures) that instigate an 
event or allow an event to occur. Human factor models, 
such as Systems Engineering Initiative for Patient Safety 
and Human Factors Analysis and Classification System 
were developed to categorise CFs.15 16 These CFs can be 
used to understand changes that need to be made to the 
system or further investigate why events occurred (eg, 
interviews, observations).7

Challenges with identifying CFs
Although CFs can be selected from a predefined list by 
reporters, PSE reports are often recorded without a CF 
indicated in the structured field.17 Instead, these factors 
are often described in free- text narratives. Extracting CFs 
from free text can be challenging because CFs are often 
interspersed with other text, requiring a time- consuming 
manual review to extract the information.

Natural language processing
NLP is an algorithmic method for extracting relevant 
information from free text. In this study, we hypothesise 

that an NLP approach that uses a sentence selection 
strategy will successfully identify CFs.

In generating features from free text, the standard 
options are to either use the term frequency- inverse 
document frequency (TF- IDF) matrix or word embed-
ding techniques.18–21 Using bag- of- words and its associ-
ated TF- IDF matrix for a categorisation task leads to a 
high- dimensional feature space that requires a strong 
computational capacity to train a model. Moreover, the 
less informative features can add noise to the free- text 
data and lead to less accurate model performance. On 
the other hand, while popularly used word- embedding 
models such as word2vec can help reduce the dimension-
ality of the problem, utilising word embeddings comes 
with a loss of interpretability since the original terms are 
replaced by numeric vectors.15 Our proposed approach 
was inspired by previous work in identifying important 
sentence in free- text categorisation.22 23 In this study, we 
hypothesised that an NLP approach, such as a sentence 
selection algorithm, could be used as a remedy by 
enabling noise reduction by filtering out the less informa-
tive parts of a free- text while preserving interpretability.

METHODS
We explored using an NLP approach to select information- 
rich sentences relating to CFs information. Then, we 
used three machine learning algorithms to categorise 
five sociotechnical CFs. Finally, the effect of the proposed 
methods on categorisation performance was assessed. 
Figure 1 demonstrates a summary of the methods used in 
this study. The Institutional Review Board approved this 
study.

Data and CF description
The self- reported PSE reports from November 2011 to 
October 2021 from a multihospital healthcare system in 
the mid- Atlantic region of the USA were included in this 
study. In the reporting system, reporters can select over 
20 CF options from a list. The CFs are presented to the 
reporter as a checkbox. Reporters can select none, one 
or multiple CFs. For this study, we used reports with at 
least one CF selected by the user to have ground truth 
for all the included PSE reports. The list of reported CFs 
and a free- text brief factual description of the event were 
extracted for each PSE report.

Contributing factors
This study focused on five labels of reported PSE CFs 
associated with sociotechnical errors: communication/
hand- off failure, technology issue, policy/procedure 
issue, distractions/interruptions and lapse/slip. These 
five CFs were among our data set’s 10 most frequent 
CFs. Communication/hand- off failure refers to the 
problems with shift change, patient transfers and infor-
mation exchange between providers. Technology issues 
refer to problems with health information technology 
and medical devices. Policy/procedure issues refer to 
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confusing, absent or inappropriate guidelines. Distrac-
tion/interruption refers to issues when providers are 
diverted to a second task before completing the initial 
task. Lapse/slip refers to issues in human performance, 
such as accidentally pushing the wrong button.24

Text preprocessing
A PSE report can contain multiple CFs. A binary label 
(ie, one or zero) was assigned to each PSE report before 
categorising each CF. Text preprocessing is explained in 
online supplemental appendix A.

Selecting Information-rich terms and sentences
Our proposed NLP approach starts with identifying the 
information- rich ngrams in each categorisation task. 
We calculated χ2 value (for every ngram that was identi-
fied in the bag- of- words free- text preprocessing step). χ2 
was calculated using the two- way contingency table of a 
ngram (t) and a CF (c). In Equation 1, A is the number of 
times t and c co- occur, B is the number of times t occurs 
without c, C is the number of times c occurs without t, D 
is the number of times neither c nor t occurs and N is the 
total number of PSE reports in the cohort.

 
X2 =

N×
(
AD−CB

)2
(
A+C

)
×
(
B+D

)
×
(
A+B

)
×
(
C+D

)
  

Equation 1. χ2 calculation to identify information- rich 
ngrams.

χ2 measures the degree of association between a specific 
ngram and the outcome label. This association can indi-
cate a positive or negative relationship between an ngram 
and a CF; therefore, information- rich ngrams were the 
ones that achieved a higher χ2.25 This approach is moti-
vated by previous work utilising χ2.26–28 χ2 is computation-
ally fast, and the results are easily interpretable.

Finally, selected sentences have at least one of the 
information- rich ngrams. These sentences will be referred 
to as ‘information- rich sentences’. Concatenating all the 
information- rich sentences for a PSE report, we produced 
the free- text for generating the feature matrix.

Machine learning models
Using the bag- of- words from the preprocessed reports, 
we calculated the TF- IDF matrix associated with the PSE 
reports. TF- IDF is a statistical measure that evaluates 
how relevant a word is to a document in a collection 
of documents and it is calculated by multiplying two 
metrics: the number of times a word appeared in a docu-
ment and the inverse document frequency of the word 
across a set of documents. TF- IDF is a popular method 
to translate free- text to numerical features in training 
machine learning models. The data were split into a 
training set (80%) and a testing set (20%) using strat-
ified sampling. All the preprocessing steps were then 
applied to the training set, and the same bag- of- words 

Figure 1 The summary of the methods. PSE, patient safety event; TF- IDF, term frequency- inverse document frequency.

https://dx.doi.org/10.1136/bmjhci-2022-100731


4 Tabaie A, et al. BMJ Health Care Inform 2023;30:e100731. doi:10.1136/bmjhci-2022-100731

Open access 

was incorporated to calculate the TF- IDF matrix of the 
PSE reports in the testing data.

To assess the effect of the sentence selection method, 
we used three machine learning strategies (elastic net, 
XGBoost and FFNN) to categorise the PSE reports and 
trained separate binary categorisation models for each 
of the five CFs. Multiple sociotechnical CFs could be 
assigned to a PSE report; therefore, training a multi-
label classification is possible. However, the information- 
rich sentence selection approach selects different sets of 
information- rich ngrams for each CF leading to different 
feature matrices for each classifier; therefore, we trained 
separate binary categorisation models for each CF. The 
top N information- rich ngrams were identified through 
χ2 calculation for each categorisation task. We set N values 
as 2, 5, 10, 40, 60 and 100. We compared the performance 
of these models with their associated bag- of- words, base-
line models in which no sentence selection algorithm was 
applied.

Elastic net
We employed a logistic regression model with elastic 
net regularisation, which is a weighted combination of 
least absolute shrinkage and selection operator (LASSO 
or L1) and ridge (L2) regularisations.29 Elastic net can 
remove the effect of the insignificant features by setting 
their estimated coefficient to zero and lower the effect 
of the less significant features by pushing their estimated 
coefficient towards zero while adding more weights to 
the more important features. Elastic net model is easy 
to implement and does not require high computation 
power. Such characteristics make this model an accepted 
baseline in machine learning- based studies.30 31 We used 
elastic net as the benchmark model and compared its 
results with more complex categorisation methods.

XGBoost
This model is a decision tree- based boosting ensemble 
machine learning algorithm.32 In a boosting algorithm, 
many weak learners are trained to correctly categorise the 
observations incorrectly classified in the previous training 
rounds. XGBoost uses a shallow tree as a weak learner 
and proved to have a decent performance in the case of 
class- imbalanced data classification.31 33

Feed-forward neural network
The feed- forward model is a simple form of a neural 
network as information is only processed in one direc-
tion, and the connection between nodes does not form 
a cycle.34 The main benefit of this model is that FFNN 
accounts for higher order interactions among the input 
features.31 We used one hidden layer, a binary cross- 
entropy loss function and Adam optimiser to train this 
model.35

Instead of data- level solutions (Synthetic Minority 
Oversampling TEchnique (SMOTE),36 under- sampling, 
oversampling), we incorporated algorithm- level solu-
tions (eg, boosting methods, neural networks) as remedy 

to the class- imabalanced problem in this categorisation 
problem. To evaluate the performance of the trained 
models, we calculated area under the operative charac-
teristic curve (AUROC), sensitivity, specificity, positive 
predictive value (PPV) or precision, negative categori-
sation value (NPV), accuracy, F- 1 score and area under 
the precision- recall curve (AUPRC). Since the models 
were trained on class- imbalanced data, we focused on the 
AUPRC values to identify the best- performing models.

RESULTS
Descriptive summary
Of 70 680 self- reported PSE reports from November 2011 
to October 2021 were extracted from PSRS. The PSE 
reports with unknown CFs were excluded from the study. 
In total, 53 899 PSE reports met the inclusion criterion. 
Online supplemental appendix B presents the frequency 
of the five CFs in our cohort. Not all CFs were included in 
this analysis; therefore, the percentages in online supple-
mental appendix B do not add up to one.

The PSE reports data were deidentified in terms of 
patient’s name, date of birth, etc. However, the event 
narratives were not deidentified. The data are stored 
behind our Healthcare System’s firewall, and it is not 
accessible to unauthorised users.

Information-rich terms and sentences
Table 1 presents the ngrams that were most influential 
when categorising the specific CFs. These ngrams were 
associated with high χ2 and represented information- rich 
ngrams in each categorisation task.

The 25th percentile, median and 75th percentile of 
the number of sentences per PSE report were 4, 6, and 
9, respectively. Communication/hand- off failure was the 
most sensitive and lapse/slip was the least sensitive to 
the changes in the number of selected information- rich 
ngrams.

Filtering out less relevant text changes the number of 
features to incorporate in a categorisation model. Figure 2 
presents how the machine learning models’ input dimen-
sion changed as we increased the number of selected 
information- rich ngrams. The input dimension would be 
almost 6700 if no sentence selection was applied. Unsur-
prisingly, the input dimension increased with the number 
of selected information- rich ngrams. Lapse/slip had the 
largest difference, while distractions/interruptions had 
the smallest difference.

Model comparison
The average number of sentences associated with each CF 
before and after incorporating information- rich sentence 
selection algorithm is presented in online supplemental 
appendix C. Moreover, the number of PSE reports grouped 
by sociotechnical CFs in training and testing data sets are 
included in online supplemental appendix D.

The XGBoost model performed best in categorising 
technology issues with AUPRC of 0.56 (figure 3). The 

https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
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FFNN model outperformed the other two models in cate-
gorising policy/procedure issues with AUPRC of 0.66. 
The XGBoost, elastic net and FFNN models achieved 
comparable performance in categorising communica-
tion/hand- off failure (AUPRCs=0.6, 0.58, 0.6), lapse/slip 
(AUPRCs=0.17, 0.15, 0.18) and distractions/interrup-
tions (AUPRCs=0.24, 0.24, 0.22).

Besides AUPRC values, AUROC, sensitivity, speci-
ficity, PPV, NPV, F- 1 score and accuracy were calculated 
for each model, and the results are included in the 
online supplemental appendix D. The elastic net model 
achieved highest AUROC (0.948) with baseline model 
in categorising distractions/interruption, highest sensi-
tivity (0.879) with 60 information- rich ngrams in cate-
gorising distractions/interruptions, highest specificity 
(0.984) with two information- rich ngrams in categorising 
policy/procedure issue, highest PPV (0.692) with two 
information- rich ngrams in categorising technology issue, 
highest NPV (0.996) with 60 information- rich ngrams in 
categorising distractions/interruptions and highest accu-
racy (0.692) in categorising technology issue. The FFNN 
model obtained the highest F- 1 score (0.962) with five 
information- rich ngrams in categorising policy/proce-
dure issue.

DISCUSSION
This study used an NLP approach to identify information- 
rich sentences to categorise five CFs associated with soci-
otechnical errors. Automating the identification of CFs 
may help safety officers identify the CFs leading to safety 
issues in their organisations.

Utility of Information-rich sentences
Working with noise in the data is one of the challenges 
when dealing with free- text formatted input data. Filtering 
the input sentences and selecting more informative ones 
work as a solution to reduce the noise in the data when 
dealing with free- text categorisation of CFs. Finding a 
balance between removing the noise and keeping a suffi-
cient number of features to have a well- trained model is 
a critical task.

The information- rich ngrams were selected according 
to their χ2 values, indicating the association between 
ngrams and a CF. The most relevant term for communi-
cation/hand- off failure in our cohort was fall followed by 
nurse and order. Glucose readings were repeatedly identified 
as an important contributor to policy/procedure issues. 
Our data’s selected information- rich ngrams for tech-
nology issues present the same trend through identifying 
medconnect and system as the most relevant ngrams for this 
CF. Besides, CGI, the stemmed form of Centigray (CGY), 
was the top information- rich ngram for technology issues. 
CGY is a measurement of absorbed radiation. This result 
suggests for technology- related CFs associated with radi-
ation treatments such as with cyberknife radiation treat-
ments. The ngrams with high χ2 values associated with 
lapse/slip were dose, pharmacy and order. The pattern 
among these ngrams indicates that the medication- related 
tasks were more prone to be affected by this CF. Our anal-
ysis indicated that the data entry process was affected by 
distractions/interruptions as some of the information- 
rich ngrams for this CF were data entry and error. Box 1 
presents examples of information- rich ngrams, which 
identified information- rich sentences in PSE reports.

Table 1 Top five information- rich ngrams identified through 
χ2 feature selection in each categorisation task

Ngrams χ2 value

Communication/handoff 
failure

fall nurs order emerg 
depart depart

3786.7
2793.9
2462.0
1902.3
1853.6

Policy/procedure issue min later fall polici 
glucomet glucose 
glucos run

1714.5
1474.9
1429.4
1408.1
1373.5

Technology issue cgi field dose system 
medconnect

4917.1
1664.5
1646.7
1488.2
1425.2

Lapse/slip dose pharmacy order 
pharmacist med

2158.7
1520.0
929.4
901.2
664.2

Distractions/interruptions data entri vaccin error 
tablet medic

1686.5
1467.1
1452.1
1437.0
895.2

The words are stemmed.

Figure 2 Input dimension vs the number of selected 
information- rich ngrams. Selecting the information- rich 
sentences, which include at least one of the selected 
information- rich ngrams, led to a new input feature dimension 
for contributing factor categorisation.

https://dx.doi.org/10.1136/bmjhci-2022-100731
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We included unigrams and bigrams in the bag- of- words 
to calculate their χ2 value. Information- rich unigrams 
were more common than bigrams, perhaps because 
unigrams contain more generalisable information. 
However, bigrams can convey more specific information, 
but they are susceptible to noise. Further investigation is 
needed to assess the effect of bigrams in the information- 
rich sentence selection algorithm.

Performance boosting
The proposed method proved its benefit by improving 
the results of categorising two CFs and achieving compa-
rable results with the baseline models for three CFs 
in this analysis. Figure 2 shows a near- linear relation-
ship between the number of input dimensions and the 
selected information- rich ngrams with higher χ2 values. 
However, the AUPRC plots in figure 3 indicate that incor-
porating 2, 5 or 10 information- rich ngrams in selecting 
the information- rich sentences for the model training 
process may lead to better performance metrics. Thus, it 
can be inferred that the balance between removing noise 
and preserving features for an accurate model can be 
obtained by selecting the sentences containing the top 5 
or 10 information- rich ngrams with the highest χ2 values. 
This balance depends on the information embedded in 
the unstructured data.

Content depending
The elastic net model did not perform remarkably better 
than the neural network or ensemble model, implying 
that including the higher order interaction between the 
terms improved the categorisation performance. Iden-
tifying bigrams as information- rich terms also indicates 

the importance of the interactions among the features. 
FFNN and XGBoost models achieved comparable results. 
The difference between the three models’ performance 
was negligible when categorising the CFs with lower prev-
alence, such as lapse/slip and distraction/interruption.

The information- rich sentence selection algorithm 
improved the performance of categorising two CFs, 
policy/procedure and technology issues. The perfor-
mance improvement may also indicate that healthcare 
providers tend to be more consistent in their language 
to record safety events related to policy/procedure and 
technology issues. Distraction/interruption and lapse/
slip had relatively smaller sample size compared with the 
other three CFs. However, the effect of information- rich 
sentence selection boosted the performance of distrac-
tion/interruption better. This is also an indication of 
having consistent language in recording safety incidents 
related to distraction/interruption.

Information- rich sentence selection is a data- driven 
approach; therefore, depending on the context of the 
unstructured input, the outcomes of using this approach 
could be different. For instance, the information- rich 
sentence selection approach improved the AUPRC values 
of all three machine learning categorisation models 
compared with baseline models in categorising policy/
procedure and technology issue incorporating 5 and 2 
information- rich ngrams, respectively. While the perfor-
mance was not boosted for communication/hand- off 
failure, applying information- rich sentence selection 
approach using 100 information- rich terms led to similar 
results compared with using the entire PSE report for 
the categorisation task. Equivalently, using the approach 

Figure 3 Area under precision- recall trends. For each of the five contributing factors, this figure presents how the value 
of AUPRC score changes as we only include the information- rich sentences in PSE reports containing the information- rich 
ngrams. AUPRC, area under the precision- recall curve; FFNN, feed- forward neural network; PSE, patient safety event.
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with 100 information- rich ngrams for lapse/slip, and 60 
information- rich ngrams for distraction/interruption did 
not improve the baseline AUPRC but achieved similar 
results with a filtered data and lower dimensional input 
for the machine learning models.

Limitations
Our study has limitations. First, our data came from a 
single health system and may reflect the specific language 
to the system. While PSE reports are recorded across 
all healthcare systems, the external application of our 
methods on data from other facilities may be biased. 
Second, our models were developed and evaluated based 
on a retrospective cohort; therefore, the performance 
may deteriorate when the method is applied to real- time 
data. Third, the five CFs included in this study are not the 
only CFs representing sociotechnical error. We explored 
the use of the NLP approach on only five sociotechnical 
CFs. This approach can be explored to categorising the 
rest of the sociotechnical CFs. Fourth, although we inves-
tigated the results and provided insights into the models’ 
decision- making process, our study did not benefit from 
human factor expert input and critical analysis. Fifth, we 
selected TF- IDF, a widely known text feature extraction 
technique, and did not examine all text feature extraction 
methods (eg, YAKE!, rake, etc). Sixth, the CFs used in 
this study were assigned to PSE reports by reporters of 
safety incidents. The human- selected CFs could intro-
duce some level of uncertainty to the labels. Seventh, 
we tested six values for the number of information- rich 
ngrams (ie, 2, 5, 10, 40, 60 and 100). Other values could 
be incorporated to measure the advantage of employing 
information- rich sentence selection algorithm. Finally, we 
excluded PSE reports, which did not have assigned CF, 
that can affect the performance of the models in near- 
real time applications.

Identifying and addressing CFs is critical for improving 
patient safety as these, often latent, themes are prevalent 

Box 1 Instances of information- rich sentence selection 
algorithm applied on patient safety event (PSE) reports 
from different contributing factor categories.

Contributing factor
Communication/hand- off failure.
PSE report (brief factual description)
Patient was taken to nuclear medicine via transport for a scheduled 
stress test. Once he got to NM, the test was cancelled. Patient had 
drunk coffee with his breakfast because there was no NPO order in 
place for the test.
Information- rich Ngram
Selected information- rich sentence
Patient had drunk coffee with his breakfast because there was no NPO 
order in place for the test.
Contributing factor
Policy/procedure issue
PSE report (brief factual description)
A glucose test was performed at (time stamp 1) on patient by (nures 1) 
with a result of 36 mg/dL. The test was performed at (time stamp 2) by 
(nurse 2) with a result of 139 mg/dL, which was 1 hour and 4 min later. 
The Hypoglycaemia Policy states that a patient with a glucose less than 
40 mg/dL should be treated and a glucose run every 15 min until the 
glucose returns to 90 mg/dL.
Information- rich Ngram
Selected information- rich sentence
A glucose test was performed at (time stamp 1) on patient by (nures 1) 
with a result of 36 mg/dL. The Hypoglycaemia Policy states that a pa-
tient with a glucose less than 40 mg/dL should be treated and a glucose 
run every 15 min until the glucose returns to 90 mg/dL.
Contributing factor
Technology issue.
PSE report (brief factual description)
I was unable to gain access to pyxis. Rebooted system and tried several 
interventions but unsuccessful. ICU and ED called to report inability to 
gain access to pyxis. Carefusion called and stated that the database 
was disconnected from the system and unable to diagnose problem 
at this time. Instructed to call help line and high priority ticket initiated. 
Patient began seizing. Medication system down and unable to obtain 
ativan in the ED. Nurse had to physically go to the pharmacy to obtain 
medicine.
Information- rich Ngram
Selected information- rich sentence
Rebooted system and tried several interventions but unsuccessful. 
Carefusion called and stated that the database was disconnected from 
the system and unable to diagnose problem at this time. Medication 
system down and unable to obtain ativan in the ED.
Contributing factor
Lapse/slip.
PSE report (brief factual description)
Order for an HIV med entered on the wrong patient. The pharmacists did 
not quesiton why the patient was ordered for only one HIV medication. 
The doctor called one afternoon asking how did this mistake happen 
and not be caught. At that time, that is when the pharmacists was made 
aware of the mistake.
Information- rich Ngram
Pharmacist.
Selected information- rich sentence
The pharmacists did not quesiton why the patient was ordered for only 
one HIV medication. At that time, that is when the pharmacists was 
made aware of the mistake.

Continued

Box 1 Continued

Contributing factor
Distractions/interruptions.
PSE report (brief factual description)
Three prescriprions were e- scribed for one of our long- term patients 
here at store #N. All prescriptions were prepared and dispensed ex-
pediciously since our client was in a hurry to make his ride. All the 
medications were controlled except for one medication. The next day, 
we received a call from the doctor’s office, which happens to be a first 
time doctor for this client, stating that one of the medications were to be 
dispensed at a later date on ((date)). Unfortunately, missed that date at 
data entry as I performed the data entry of the prescriptions. The team 
did contact the patient and informed him of the prescriber’s specific 
directions in regards to that one prescription.
Information- rich Ngram
Selected information- rich sentence
Unfortunately, missed that date at data entry as I performed the data 
entry of the prescriptions.
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across departments, event types and service lines. Being 
able to more readily identify CFs across departments, 
event types and service lines can provide patient safety 
leaders and healthcare systems awareness and insights 
to address safety events and hazards more at a system 
level.37 38 This analysis is limited to what gets reported. 
While this is a useful start and one lens to understand 
CFs, a broader multiperspective approach is needed to 
understand all dimensions of CFs, including from the 
patient’s perspective.12 13 When analysing a large body 
of PSE reports and the associated CFs, it is essential to 
consider potential language bias and department bias (ie, 
using reports to ‘blame and shame’ other departments) 
in the recorded data.

CONCLUSION
We explored an NLP approach to categorise five socio-
technical CFs in PSE reports. We demonstrated the utility 
of information- rich sentence selection in free- text cate-
gorisation. This approach can be used in near real- time 
to reduce the burden of manually extracting the factors 
influencing a patient’s safety incident. Information such 
as patient feedback and complaints can be paired with the 
findings of this study to inform strategies around patient 
safety efforts and help teams make decisions.
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