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Abstract 

Background  Accurately diagnosing supraspinatus tears based on magnetic resonance imaging (MRI) is challeng-
ing and time-combusting due to the experience level variability of the musculoskeletal radiologists and orthopedic 
surgeons. We developed a deep learning-based model for automatically diagnosing supraspinatus tears (STs) using 
shoulder MRI and validated its feasibility in clinical practice.

Materials and methods  A total of 701 shoulder MRI data (2804 images) were retrospectively collected for model 
training and internal test. An additional 69 shoulder MRIs (276 images) were collected from patients who underwent 
shoulder arthroplasty and constituted the surgery test set for clinical validation. Two advanced convolutional neural 
networks (CNN) based on Xception were trained and optimized to detect STs. The diagnostic performance of the 
CNN was evaluated according to its sensitivity, specificity, precision, accuracy, and F1 score. Subgroup analyses were 
performed to verify its robustness, and we also compared the CNN’s performance with that of 4 radiologists and 4 
orthopedic surgeons on the surgery and internal test sets.

Results  Optimal diagnostic performance was achieved on the 2D model, from which F1-scores of 0.824 and 0.75, 
and areas under the ROC curves of 0.921 (95% confidence interval, 0.841–1.000) and 0.882 (0.817–0.947) were 
observed on the surgery and internal test sets. For the subgroup analysis, the 2D CNN model demonstrated a sensitiv-
ity of 0.33–1.000 and 0.625–1.000 for different degrees of tears on the surgery and internal test sets, and there was no 
significant performance difference between 1.5 and 3.0 T data. Compared with eight clinicians, the 2D CNN model 
exhibited better diagnostic performance than the junior clinicians and was equivalent to senior clinicians.

Conclusions  The proposed 2D CNN model realized the adequate and efficient automatic diagnoses of STs, which 
achieved a comparable performance of junior musculoskeletal radiologists and orthopedic surgeons. It might be 
conducive to assisting poor-experienced radiologists, especially in community scenarios lacking consulting experts.
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Introduction
Rotator cuff tears (RCTs) are the most common reason 
for shoulder pain [1]. An epidemiologic study reported 
that the prevalence of RCTs was 22.1% in a village in 
Japan [2]. The most common manifestations are shoulder 
joint pain and functional impairment, which are difficult 
to distinguish from frozen shoulder or other diseases [3, 
4]. Most RCTs affect the supraspinatus tendon. Previous 
studies have shown that supraspinatus tear (ST) severity 
at diagnosis is positively related to the prognosis of the 
treatment [5]. Furthermore, the partial-thickness tear 
can quickly develop into severe full-thickness tears. Thus, 
timely diagnoses and treatment of STs will significantly 
improve the patients’ prognoses [6, 7].

In current clinical practice, most ST diagnoses are 
based on MRI by a musculoskeletal (MSK) radiologist 
or orthopedist [8]. However, making an accurate diag-
nosis may still be challenging for a non-MSK radiologist, 
a trainee on call, or an orthopedist in a rural area with 
limited MRI or RCT experience [9]. In primary medical 
institutions, an auxiliary diagnostic tool to assist radiolo-
gists in diagnosing ST is urgently needed.

As an emerging new technique, convolutional neural 
networks (CNNs) have been increasingly used for medi-
cal imaging tasks in recent years, including tissue and 
lesion segmentation, image reconstruction, and diag-
noses [10–12]. In the musculoskeletal field, CNN has 
been used to diagnose fractures [13, 14], anterior cruci-
ate ligament tears [15, 16], and developmental dysplasia 
of the hip [17]. Notably, CNN models in these studies 
have achieved equivalent or better diagnostic perfor-
mance compared with doctors, indicating the feasibility 
of CNNs in orthopedics. However, previous CNN appli-
cations for RCTs have several limitations. At first, there 
were relatively few articles on the automatic diagnosis 
of supraspinatus tears [18–20], and clinical evaluation 
and correlation to surgical findings still need to be per-
formed. Recent studies have also used machine learning 
to predict the surgical outcome of rotator cuff repair [21]. 
This hinders the application of artificial intelligence in 
the field of rotator cuff diseases, and the true capabilities 
of CNN for diagnosing rotator cuff tears in a clinical set-
ting still need to be determined. Secondly, some studies 
have focused on model training based on X-ray or ultra-
sound screening, which cannot directly reflect rotator 
cuff tears [22–24]. In order to fill all these gaps, clinically 
validate the deep learning-based model performance, 
and improve diagnostic efficiency, we developed a CNN 
model for automated ST diagnosis based on MRI data. 
The diagnostic performance was evaluated by compar-
ing four radiologists and four orthopedic surgeons with 
varied experiences on internal and surgery test datasets. 
Finally, the robustness of our proposed CNN model was 

validated by subgroup analyses for MRI data with differ-
ent magnetic field strengths (MFSs) and degrees of tears.

Materials and methods
Data collection and MRI acquisition
This retrospective study was approved by the institu-
tional review board of the Second Hospital of Jilin Uni-
versity (No. 2018247). The requirement for informed 
consent was waived since the patients’ information was 
anonymized to ensure privacy. Our study established 
three datasets: the training and validation set, internal 
testing set, and surgical test set. The establishment of 
the training and validation set and internal testing set 
was done simultaneously with the formation of the pri-
mary cohort. For the primary cohort, shoulder MRI data 
were collected from patients who received treatment in 
our hospital between January 2018 and October 2019 
(n = 829). Ultimately, 701 shoulder scans were enrolled 
according to the inclusion and exclusion criteria (Fig. 1A) 
and further randomly divided into training and valida-
tion sets (558 shoulders) and an internal test set (143 
shoulders). The training/validation set is primarily used 
for model training, while the internal testing set is used 
to evaluate and compare the diagnostic performance 
of the models and to make initial comparisons with the 
diagnoses made by human experts. The surgery test set 
is primarily based on another clinical cohort. For this 
particular cohort, shoulder MRI data with an arthros-
copy diagnosis result were collected from patients who 
underwent shoulder arthroplasty surgery in our hospital 
between January 2017 and December 2019 (n = 144) and 
constituted another surgery test set (69 shoulders) after 
applying the exclusion criteria (Fig. 1B). The purpose of 
establishing the surgery test set is to utilize arthroscopy 
diagnosis as the definitive benchmark for objectively 
comparing diagnostic performance between the model 
and human experts.

In this study, digital radiography of the shoulder was 
taken using different system, including a 3.0  T GE MRI 
system and a 1.5  T Philips MRI systems. Oblique coro-
nary fat sat proton density series (3.0  T) or oblique 
coronary proton density-weighted spectral attenuated 
inversion recovery series (1.5 T) was extracted from each 
examination for labeling and modeling [25].

Reference standard establishment
Two experts Musculoskeletal (MSK) radiologists with 
more than 15 years of experience reviewing all 701 MRI 
scans, and their consensus was regarded as the reference 
standard (gold standard); a third senior expert MSK radi-
ologist with 21  years’ experience made final judgments 
when there was a disagreement.
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According to the reviewing criteria [26, 27], the MRI 
scans were annotated as usual (no tears) or tears, and 
the tears were further classified into partial-thickness 
tears and full-thickness tears. Partial-thickness tears 
include bursal-sided, articular, and interstitial tears; 

full-thickness tears include small, medium, giant, and 
massive tears based on severity. Concerning MRI data in 
the surgery test set, a senior orthopedist with more than 
15 years of experience established the reference standard 
based on arthroscopy videos and patient surgical records.

Fig. 1  Experimental design. A Flowchart of the criteria applied to the enrolled patients with susceptible STs who underwent MRI. B Flowchart 
of the criteria applied to the enrolled patients with susceptible STs who underwent MRI examinations and shoulder arthroplasty surgery. ST, 
supraspinatus tear
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After annotating the reference standard (usual or tears) 
by expert MSK radiologists or senior orthopedists, the 
region of interest (ROI) was manually segmented by a 
junior orthopedist with five years’ experience on the 
shoulder coronal image with the aid of labeling tools inte-
grated with the InferScholar Center (Infervision, Beijing, 
China). The supraspinatus tendon and the insertion of 
the supraspinatus tendon on the humeral head were con-
tained in the annotated ROIs.

CNN models
This study established 2D and 3D model architectures 
based on Xception [28], a net utilizing depthwise sepa-
rable convolution to perform feature extraction, which is 
more efficient. A total of 2048 dimensional features were 
extracted based on these architectures. The model classi-
fier then took the extracted image features as input, and 
two nodes in Fig. 2 represent predicted output indicating 
tear or normal (no tear). The schematic workflow of the 
2D and 3D models utilized is shown in Fig. 2. The main 

differences between 2 and 3D CNN are as follows. The 
2D CNN employed 2D convolution and pooling layers 
fed with 2D pixel matrixes each time. With regard to the 
supraspinatus tendon on MRI, the sample unit was set 
as a rectangular region in a slice. Meanwhile, 3D CNN 
employed 3D convolution and pooling layers, and the 
sample unit was a cuboid block consisting of several MRI 
slices. Diagnostic analysis of 2D networks is based on a 
single slice, while 3D networks can obtain more infor-
mation from a slice context and are more similar to the 
diagnostic process of radiologists considering the whole 
picture. For image classification tasks, a multilayer per-
ception was connected to the features vector and served 
as a classifier.

Data transformation
Limited by CNN convolution kernels and full-connected 
layer architectures, all input images must be resized to a 
fixed one. We used linear interpolation to resize all the 
images. The input size was 224 × 224 for 2D models and 

Fig. 2  Schematic workflow of the 2D and 3D CNN models based on Xception. A For 2D CNN, a single shoulder slide was the input, while 2D 
convolution layers were utilized to extract image features. Finally, 2048 features were extracted and fed into a classifier, from which the output was 
the probabilities of tear and normal. B For the 3D CNN model, 3D shoulder image blocks were the input, and 3D convolution layers were utilized to 
extract image features. Finally, 2048 features were extracted and fed into a classifier, from which the output was the probabilities of tear and normal. 
CNN, convolutional neural network
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128 × 128 × 64 for 3D models. In order to solve the prob-
lem of small data volume, augmentation techniques were 
applied. Brightness, contrast, and saturation were shifted 
within 30% to augment the gray value distribution. Ran-
dom image flipping was also performed, which could 
ensure the model focuses more on the lesion’s shape. No 
window width and level were set for MRI images. Pixel 
values were normalized at a mean of 0.456 and a standard 
error of 0.224 to accelerate the gradient descent process 
in training.

Modeling
During the training process, Adam optimizer was used 
to achieve the best performance of the models, in which 
the beta1 and beta2 were set as 0.9 and 0.99, respectively. 
Cross-Entropy was selected to define the loss function 
in this study. Because of the imbalanced sizes between 
tear and normal (no tear) samples, 3.5 times weight was 
added to the losses of positive samples (tear). The weight 
decay was set as 0.000005 to avoid over-fitting to some 
extent. Furthermore, training data were shuffled to miti-
gate correlations of consecutive samples. At the begin-
ning of training, Xavier was used to initialize model 
weights. The learning rate was set to 0.0001 and 0.00005 
for 2D and 3D models, respectively. Decay of rate was 0.6 
every 50 epochs. The training process ended when losses 
did not decrease any longer. Training curves are shown in 
Additional file 1: Fig. S1.

Evaluation of diagnostic performance
The performances of these trained CNN-based mod-
els were evaluated and compared in terms of sensitivity, 
specificity, precision, accuracy, F1-score, Youden Index, 
and receiver operating characteristic (ROC) curves: 
F1-score = 2 × precision × sensitivity/(precision + sensitiv-
ity); Youden Index = sensitivity + specificity − 1.

To evaluate the feasibility and efficiency of the proposed 
CNN models in clinical practice, their diagnostic perfor-
mances were compared with that of 4 radiologists and 4 
orthopedic surgeons with varied experiences working at 
the Second Hospital of Jilin University who assessed the 
internal and surgery test sets. The total time taken by the 
clinical expert to interpret the MRI were recorded.

Statistical analyses
SPSS 21.0 (IBM, Armonk, NY, USA) was utilized for sta-
tistical analyses. The diagnostic performances of CNN-
based models in the discrimination of normal tendons 
and STs were evaluated by ROC curve analyses. The 
power analysis method was chosen as post hoc analysis. 
The threshold that resulted in the highest G-Mean score 
in the validation set was selected as the optimal diag-
nostic threshold; the sensitivity, specificity, precision, 

accuracy, and Youden-Index were then calculated based 
on it. Statistical analyses were performed by Pearson’s 
c2 tests between different models and test datasets. The 
exact Fleiss kappa is reported to assess the level of agree-
ment of the eight clinical experts. Kappa analysis was 
used to assess the diagnostic performance between cli-
nicians. For all tests, p < 0.05 was considered statistically 
significant.

Results
Patient characteristics in grouped datasets
Of the retrospectively enrolled 770 MRI scans, 701 were 
divided into a training and validation set (n = 558) and 
internal test set (n = 143), while the remaining 69 MRI 
scans from patients who underwent shoulder arthro-
plasty surgery were considered a separate test dataset. 
The clinical characteristics of enrolled patients in each 
dataset, including age, sex, tear sides, MFS, and tear clas-
sification, are listed in Table  1. Briefly, among the 770 
patients, 483 (62.7%) underwent examinations using 
1.5 T MRI systems, and 230 patients (29.9%) were diag-
nosed with STs. Among these 230 patients, 110 (47.8%) 
and 120 (52.2%) were diagnosed with partial- and full-
thickness tears, respectively. Representative images of 
different ST subtypes are shown in Additional file 2: Fig. 
S2.

Diagnostic performance of the 2D and 3D CNN models
To ensure adequate diagnostic performance, we trained 
two models at the slice level (2D model) and volume level 
(3D model) and evaluated them on surgery and internal 
test datasets. Concerning the area under the ROC curve 
(AUC) of 2D and 3D models, 0.882 (95% confidence 
interval [CI] [0.817, 0.947]) and 0.814 (95% CI [0.735, 
0.893]) were achieved on the internal test set (Fig.  3C) 
while 0.921 (95% CI [0.841, 1.000]) and 0.784 (95% CI 
[0.661, 0.907]) were obtained on surgery test set (Fig. 3A), 
respectively. More detailed diagnostic metrics are listed 
in Table 2 and Additional file 3: Table S1, and 2-class con-
fusion matrices of models on the test sets are provided 
in Additional file 4: Fig. S3. The 2D CNN model gener-
ally outperformed the 3D model on both test sets. The 
2D CNN model achieved a sensitivity of 0.78, specificity 
of 0.84, and F1-score of 0.75 on the internal test set and 
a sensitivity of 0.91, specificity of 0.85, and F1-score of 
0.82 on the surgery test set. An overall better diagnostic 
performance was found in the surgery test set. Notably, 
it took these CNN models just 0.17 s to make a diagno-
sis, which was considered efficient. According to previ-
ous studies, we assumed that the specificity of young 
surgeons in diagnosing rotator cuff tears was 0.636 [29]. 
Based on our results, we hypothesized that the specific-
ity of the 2D model would be higher than that of young 
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doctors on the surgery test set, with a specificity of 0.870 
for the 2D model. With the given effect size and alpha 
error of 0.05, a power of 0.98 was calculated.

Although the binary classification models were trained 
in this study, we also assessed the diagnostic performance 
for ST subtypes to determine the error-prone subtypes by 
analyzing the predicted probabilities of each case. Spe-
cifically, the partial-thickness tears were easily missed by 
2D CNN models, while partial-thickness tears and small 
tears were the easily missed subtypes for the 3D CNN 
model (Fig.  4). The detection rates of partial-thickness 
and small tears by the 2D CNN model reached 0.625 and 
0.833 on the internal test set compared to 0.33 and 1.00 
on the surgery test set, indicating a potential role of the 
2D CNN model in diagnosing STs at early stages.

Another subgroup analysis was performed to evalu-
ate the robustness of these models for MRI systems with 
different MFSs (1.5 T and 3.0 T). As shown in Fig. 5 and 
Additional file 5: Table S2, the 2D and 3D CNN models 
showed no significant difference in diagnostic perfor-
mance between 1.5 and 3 T MRI data on either the inter-
nal or surgery test sets.

Diagnostic performance of clinical experts
A total of 8 clinical experts, including 4 radiologists and 
4 orthopedic surgeons with varied experiences, par-
ticipated in the reader study. The inter-rater agreement 
among the 8 clinical experts, measured by the exact 
Fleiss kappa score, was 0.575 on the surgery test sets and 
0.586 on the internal test sets. The diagnostic metrics 
details are listed in Table 2, Additional file 3: Table S1 and 
Additional file 5: Table S2. The 2D CNN model generally 
exhibited an equivalent diagnostic performance to the 
senior clinicians and a better one than junior clinicians 
(Fig. 3). In addition, it took the clinicians a mean of 39 s 
to make a diagnosis.

Discussion
In this study, a 2D CNN model was developed to dis-
criminate normal tendons and STs on shoulder MRI and 
achieved an AUC of 0.921. In addition to the reduced 
assessment time, the diagnostic performance of 2D CNN 
model was equivalent to that of senior clinicians, sup-
porting the clinical assistance potentials of the 2D CNN 
model.

Table 1  Clinical characteristics of 770 shoulders in grouped datasets

Unless otherwise specified, data in parentheses are percentages

*Numbers in parentheses are the ranges

Characteristic Training and validation sets Internal test sets Surgery test sets

No. of shoulders 558 143 69

Tear 157 (28.1) 50 (35.0) 23 (33.3)

No tear 401 (71.9) 93 (65.0) 46 (66.7)

Sex

 F 244 (43.7) 80 (55.9) 37 (53.6)

 M 314 (56.3) 63 (44.1) 32 (46.4)

Age* 50.1 (10, 85) 49.4 (9, 81) 54.7 (17, 78)

0–39 108 (19.4) 34 (23.8) 11 (15.9)

40–49 126 (22.6) 27 (18.9) 9 (13.0)

50–59 196 (35.1) 44 (30.8) 20 (29.0)

60–89 128 (22.9) 38 (26.6) 29 (42.0)

Right 296 (53.0) 70 (49.0) 36 (52.2)

Left 262 (47.0) 73 (51.0) 33 (47.8)

Magnetic field strength

 1.5 T 365 (65.4) 96 (67.1) 22 (31.9)

 3 T 193 (34.6) 47 (32.9) 47 (68.1)

Classification of tears

 Partial-thickness tears 81 (14.5) 25 (17.5) 3 (4.3)

 Full-thickness tears 76 (13.6) 25 (17.5) 20 (29.0)

 Small tears 47 (8.4) 12 (8.4) 8 (11.6)

 Medium tears 20 (3.6) 7 (4.9) 6 (8.7)

 Large tears 5 (0.9) 5 (3.5) 6 (8.7)

 Massive tears 4 (0.7) 1 (0.7) 0 (0)
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Fig. 3  Diagnostic performance of the models and the reading clinicians. A The diagnostic performance of 8 clinicians was dotted in the ROC curves 
of the 2D and 3D CNN models according to the sensitivity and specificity for the surgery test set. B The diagnostic performance of 8 clinicians was 
dotted in the Precision and Recall (PR) curves of the 2D and 3D CNN models according to the precision and sensitivity for the surgery test set. C 
The diagnostic performance of 8 clinicians was dotted in the ROC curves of the 2D and 3D CNN models according to the sensitivity and specificity 
for the internal test set. D The diagnostic performance of 8 clinicians was dotted in the PR curves of the 2D and 3D CNN models according to the 
precision and sensitivity for the surgery test set on the internal test set

Table 2  Diagnostic performance of 2D and 3D CNN models and participated reading clinicians on surgery and internal test sets

Metrics Accuracy Precision Sensitivity Specificity F1-score Youden-Index

Surgery test set

 2D CNN 0.87 (60/69) 0.75 (21/28) 0.913 (21/23) 0.848 (39/46) 0.824 0.761

 3D CNN 0.71 (49/69) 0.54 (17/31) 0.739 (17/23) 0.696 (32/46) 0.624 0.435

 Senior surgeon 1 and 2 0.891 (123/138) 0.782 (43/55) 0.935 (43/46) 0.870 (80/92) 0.852 0.805

 Junior surgeon 3 and 4 0.761 (105/138) 0.592 (42/71) 0.913 (42/46) 0.685 (63/92) 0.718 0.598

 Senior radiologist 5 and 6 0.862 (119/138) 0.729 (43/59) 0.935 (43/46) 0.826 (76/92) 0.819 0.761

 Junior radiologist 7 and 8 0.775 (107/138) 0.612 (41/67) 0.891 (41/46) 0.717 (66/92) 0.726 0.608

Internal test set

 2D CNN 0.818 (117/143) 0.72 (39/54) 0.78 (39/50) 0.839 (78/93) 0.75 0.619

 3D CNN 0.783 (112/143) 0.679 (36/53) 0.72 (36/50) 0.817 (76/93) 0.699 0.537

 Senior surgeon 1 and 2 0.857 (245/286) 0.748 (89/119) 0.89 (89/100) 0.839 (156/186) 0.813 0.729

 Junior surgeon 3 and 4 0.801 (229/286) 0.669 (85/127) 0.85 (85/100) 0.753 (140/186) 0.749 0.603

 Senior radiologist 5 and 6 0.839 (240/286) 0.725 (87/120) 0.87 (87/100) 0.823 (153/186) 0.791 0.693

 Junior radiologist 7 and 8 0.759 (217/286) 0.637 (72/113) 0.74 (74/100) 0.801 (149/186) 0.685 0.541
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Internal and surgery test sets were utilized to evalu-
ate the models’ diagnostic performance. In addition, 2D 
CNN model achieved a better performance than radiolo-
gists and orthopedic surgeons on the surgery set, which 
validated model’s clinically usability. On one hand, there 
were more obvious ST manifestations in the surgery set. 
On the other hand, in contrast to the solid evidence in 
the surgery videos, the reference standard for MRI data 
in the training and validation set was annotated by the 
consensus of MSK radiologists, while the surgery videos 
could decouple the labels from reader opinions and result 
in different diagnostic performance of the 2D model 
between internal and surgery test sets.

The best performance was achieved by the 2D CNN 
model on either internal or surgery test set, which might 
have been related to the signal-to-noise (S/N) ratio of 
tears in different models. Notably, each slide was labeled 
as “normal” or “tear” for the 2D model, whereas the 

volume consisted of different slides and was labeled only 
once for the 3D model with the same ROI, normal ten-
don, or tear. The S/N ratio of the ROI for the slice-wise 
2D model was much greater compared with the whole 
volume; a single image was inputted into the 2D model 
sequentially, and a positive diagnosis was made as long as 
one of the single slides containing tears was recognized. 
In contrast, the labeled volume was the input for the 3D 
model and the lesions took up only a small portion of 
the whole imaging volume, so the lower S/N ratio would 
probably weaken the diagnostic performance of the 3D 
model.

Previous studies showed that the sensitivity and speci-
ficity of MRI for diagnosing rotator cuff tears ranged 
from 0.83 to 0.977 and 0.636 to 0.91, respectively [29–31], 
and these values were highly related to the experience or 
professionalism of the reading experts [9, 32]. In com-
parison, the proposed 2D model exhibited a sensitivity of 

Fig. 4  Predicted probabilities for different ST subtypes by the 2D CNN model. To determine the error-prone ST subtypes for 2D and 3D CNN 
models, the predicted probabilities for each patient in internal (A and B) and surgery (C and D) test sets were calculated and ranked accordingly. 
The dotted lines represent the threshold of the corresponding model (0.8 for 2D and 0.2 for 3D). ST subtypes are presented in different colors
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0.91 and a specificity of 0.85 on the surgery test set, indi-
cating an equivalent diagnostic performance to the main-
stream studies. This suggests that the 2D model could be 
an efficient option for community hospital radiologists to 
obtain a state-of-the-art reference. It is worth noting that, 
in general, although the model did not perform as well 
as the senior orthopedic surgeons, it is better than most 
junior doctors.

Previous studies showed that the improvement in 
diagnostic performance of clinicians benefit from tar-
geted training rather than experience growth [33, 34]. 
In primary medical institutions, clinicians rarely have 
the opportunity to receive systematic and targeted MRI 
interpretation training. Therefore, the 2D CNN model 
showed considerable potentials to assist inexperienced 
clinicians to diagnose STs in clinical practice, as evi-
denced by a better diagnostic performance than junior 
clinicians.

In addition to discrimination between normal ten-
dons and STs, we also analyzed the diagnostic per-
formance for different subtypes of tears which were 
classified based on the severity. A recent meta-analysis 
reported that the pooled sensitivities for partial- and 
full-thickness tear diagnoses on MRI were 0.70 (95% 
CI 0.50–0.85) and 0.81 (95% CI 0.69–0.89), respec-
tively [35]. Although the number of cases in our study 
was much smaller, the 2D CNN model exhibited the 
sensitivity up to 0.625 and 0.833 in detecting partial-
thickness and small tears, respectively, indicating the 
potentials in detecting early stage STs. To illustrate the 
robustness of the 2D model, we further explored its 
diagnostic performance on MRI with different MFSs in 
the test sets. No statistical difference in diagnostic per-
formance was found between 1.5 and 3.0  T MRI data, 
indicating its potential to be widely adapted in clinical 
practice.

Fig. 5  ROC and PR curves of the 2D CNN model on 1.5 T and 3.0 T MRI examinations. A ROC curves of the 2D CNN model for 1.5 T and 3.0 T MRI 
examinations on internal test set; B PR curves of the 2D CNN model for 1.5 T and 3.0 T MRI examinations on the internal test set; C ROC curves of the 
2D CNN model for 1.5 T and 3.0 T MRI examinations on the surgery test set; D PR curves of the 2D CNN model for 1.5 T and 3.0 T MRI examinations 
on the surgery test set. CNN, convolutional neural network; ST, supraspinatus tear; ROC, receiver operating characteristic
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Some studies have already applied deep learning to the 
processing of shoulder rotator cuff injury imaging. Previ-
ous studies which applied CNN to supraspinatus tendon 
injuries focused on either assisting doctors to evaluate 
the recovery of patients after surgery by automatic seg-
mentation of supraspinatus and calculation of supraspi-
natus volume on MRI [24] or evaluating postoperative 
prognosis by automatically determining ST severity, the 
occupation ratio stage, and the Goutallier grade [23]. 
Another recent study employed CNN to rule out severe 
RCTs in the X-ray images-based screening and achieved 
a negative predictive value of 0.966 [22]. In contrast, we 
directly proposed a 2D CNN model to diagnose STs on 
MRI which was validated as an adequate, efficient, and 
robust tool for clinicians. In addition, unlike the diag-
nostic application of rotator cuff injuries, the study con-
ducted by Potty et al. utilized machine learning methods 
to incorporate patient demographics, comorbidities, 
rotator cuff tears, tissue quality, and other parameters. 
The prediction of shoulder joint function after arthro-
scopic rotator cuff repair has yielded satisfactory results, 
thereby broadening the application of artificial intelli-
gence in the health management of rotator cuff injuries 
[21].

To our knowledge, three studies have automatically 
applied deep learning to classify supraspinatus muscle 
injuries. Similar to our study, these studies have achieved 
excellent diagnostic performance of the models, with 
AUC ranging from 0.910 to 0.93. In comparison with the 
study by Lin et al. [20], although they established a larger-
scale dataset, they needed a more objective evaluation of 
model diagnostic performance based on a dataset estab-
lished with arthroscopic surgery as the gold standard. 
Compared to the study by Jason et  al. [18], apart from 
lacking objective validation with a standard gold dataset, 
their research lacked comparing diagnostic performance 
with experts, which would objectively evaluate the mod-
el’s performance. In the previous study by Shim et al. [19], 
they also established a larger-scale dataset but only eval-
uated the difference in diagnostic performance between 
the model and orthopedic doctors. In contrast, our study 
compared the model’s diagnostic performance with clini-
cians of different experience levels, including orthopedic 
doctors and radiologists. It concluded that the model’s 
performance was superior to that of less experienced cli-
nicians. Additionally, a similarity among these studies is 
that there was no significant difference in the diagnostic 
performance of the models between 3 and 1.5 T.

There are several limitations to this study. Firstly, this 
was a retrospective study at a single institution, which 
may limit the generalizability of the results. Secondary, 
there is possible bias of reference standard introduced 
from readers’ opinion and the relatively small training 

dataset, although the transfer learning technique was 
employed to ensure maximum training efficiency. There 
is no doubt that utilization of larger training datasets in 
future studies may further improve the diagnostic perfor-
mance of the ST classification system. In addition, MRI 
data collected from other hospitals would also enable the 
generalizability of the selected 2D CNN model.

Conclusions
In summary, the proposed advanced convolutional neu-
ral network (CNN) based on Xception, for differentiat-
ing STs from normal tendons based on MRI achieved an 
AUC of 0.924; the diagnostic performance was equivalent 
to senior clinicians and better than junior clinicians. Our 
results support that CNN algorithms can be successfully 
applied to advanced skeletal muscle images to generate 
rapid automated diagnoses and improve clinical work-
flow efficiency.
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