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Abstract

Social interactions are dynamic and unfold over time. To make sense of social interactions, people 

must aggregate sequential information into summary, global evaluations. But how do people 

do this? Here, to address this question, we conducted nine studies (N = 1,583) using a diverse 

set of stimuli. Our focus was a central aspect of social interaction—namely, the evaluation of 

others’ emotional responses. The results suggest that when aggregating sequences of images and 
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videos expressing varying degrees of emotion, perceivers overestimate the sequence’s average 

emotional intensity. This tendency for overestimation is driven by stronger memory of more 

emotional expressions. A computational model supports this account and shows that amplification 

cannot be explained only by nonlinear perception of individual exemplars. Our results demonstrate 

an amplification effect in the perception of sequential emotional information, which may have 

implications for the many types of social interactions that involve repeated emotion estimation.

Imagine a friend telling you a story about a situation that made them very angry, or a 

colleague describing an exciting new idea. As their narrative unfolds, they express emotions 

of different intensities over time. These expressions are then summarized into a more 

general understanding of the person’s degree of anger or excitement, a process referred to 

as ensemble coding1–3. Ensemble coding—particularly the extraction of averages—occurs 

without intention and plays an important role in social judgements4,5. However, even though 

exposure to sequentially unfolding emotional expressions is ubiquitous and consequential 

to social interactions, the vast majority of emotion research has focused on people’s ability 

to evaluate single emotional occurrences rather than sequences of expressions, leaving 

the question of how people aggregate multiple sequential emotional representations under-

researched.

This gap in our understanding is problematic because the aggregation of sequential 

expressions of differing emotional intensities may favour stronger emotional responses. 

This is because people attend and respond to faces expressing emotion faster than those 

not expressing emotion6,7, and they also seem to find it more difficult to detach their 

attention from more emotional faces8. Increased attention to emotional facial expressions 

is also associated with stronger visual working memory9–12 and long-term memory13,14. 

Differences in the quality of memory are seen as a function of whether the emotion 

expressed was positive or negative10,11,13,15,16, with what seems to be stronger visual 

working memory in response to negative stimuli12.

How might the priority given to more versus less emotional expressions affect the evaluation 

of expressions appearing in sequence? One clue is that people often remember only a 

subset of items within a sequence17,18. Given the primacy that emotional faces have in 

memory, salient expressions may be more likely to be preferentially remembered in long 

sequences, which should impact people’s overall evaluation of the sequence’s average 

intensity19. Furthermore, as longer sequences are statistically more likely to contain stronger 

emotional responses than shorter sequences, there are more opportunities to remember more 

emotional expressions, which should displace less salient expressions in working memory. 

Therefore, simply as a matter of sampling, amplification seems likely to be stronger for 

longer sequences. Finally, given that visual working memory is enhanced for negative faces, 

it is possible that when people are asked to average a sequence of emotions immediately 

after they occur, amplification is larger for negative emotions than for positive ones.

The handful of studies that have examined ensemble coding of emotions appearing in 

sequence have mostly focused on the tendency to overweight recent faces1,20 or to 

accurately perceive certain frames within a sequence21, but they have not explored the 

tendency for amplification. However, indirect support for the possibility of amplification 
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in the evaluation of emotional sequences comes from ensemble coding research that is 

not specifically focused on emotions. For example, in two studies that examined people’s 

ability to evaluate the average size of circles appearing in sequence, people overweighted 

larger circles—which are more salient in perception—in estimating the mean size20,22. 

Furthermore, recent findings suggest that people may overestimate the emotional intensity 

of crowds due to increased attention to emotional faces8,23, and may evaluate dynamic 

emotional expressions as more intense than static ones24–26.

Perhaps the strongest indirect support for the idea that people may be biased in estimating 

sequences of emotion comes from the peak–end rule, originally introduced by Kahneman 

and colleagues27–30. According to the peak–end rule, people evaluate subjective affective 

experiences by averaging the peak and the end of the experience27,31. While the peak–

end rule is broadly consistent with amplification in emotional sequences, there are also 

clear differences. First, the peak–end rule has been examined only by evaluating people’s 

subjective experience, rather than social perceptions. Second, the peak–end rule focuses only 

on the peak and the end of a sequence, while we wish to argue that memory promotes 

more salient expressions in general, not only the peak expressions, which should lead to 

different predictions in the degree of amplification (see the Supplementary Information for 

direct comparisons). Finally, Kahneman and colleagues argue that the length of the sequence 

should not affect its affective evaluation (duration neglect)28, while we argue that length 

matters.

We conducted a set of nine studies with the goal of examining the occurrence of 

amplification in the evaluation of emotional sequences, identifying its driving mechanisms 

and providing evidence for its occurrence in more natural settings. The first set of studies 

(Studies 1–4) was designed to detect the existence of amplification in the evaluation 

of emotional sequences, addressing potential challenges to the main finding in each 

study. These studies had three main pre-registered hypotheses (https://osf.io/ag8nv). Our 

first hypothesis was that the participants would estimate the average emotional intensity 

expressed in a sequence of emotions as more intense than it actually is (amplification effect) 

(H1). Our second hypothesis was that amplification would be stronger for longer sequences 

(H2). Our third hypothesis was that we would see (slightly) increased amplification for 

sequences of negative emotions8 (H3). The second set of studies (Studies 5–8) was 

designed to test whether enhanced memory for emotional faces was driving the sequential 

amplification effect. Finally, in Study 9, we addressed limitations in external validity and 

examined the occurrence of amplification in the evaluation of natural videos depicting 

emotional stories using the Stanford Emotional Narratives Dataset (SEND)32.

Results

Analysis for all studies was conducted in R using mixed models for repeated measures. 

Assumptions of normality (Kolmogorov–Smirnov test) and equal variance (Levene test) 

were checked for all main analyses (see the Supplementary Information for the full report). 

In the cases in which these assumptions were violated, we conducted a robust estimation 

of mixed effects using the package robustlmm33 and found similar results in all cases 

(Supplementary Information).
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Studies 1–4.

The goal of Studies 1–4 was to test the three hypotheses described above (https://osf.io/

ag8nv). The basic structure of the task was similar in all of these studies. The participants 

were exposed to a sequence of 1–12 faces of the same identity expressing different 

intensities of either anger or happiness (but not both). The participants were then asked 

to evaluate the average emotional intensity expressed in the sequence by morphing a face 

bearing the same identity (Fig. 1a). We modified the location and starting point of the scale 

in Studies 1–4 (see the detailed description in the Methods). To measure amplification (H1), 

we conducted a mixed model analysis of repeated measures, comparing the actual mean 

emotion expressed in each set with the participants’ estimated mean emotion. We added 

by-participant and by-face-identity random intercepts. Supporting the first hypothesis, the 

estimated mean emotion was higher than the actual mean emotion in all of the studies 

(Table 1; Study 1: b = 0.75; t(9,704) = 4.35; P < 0.001; R2 = 0.05; 95% confidence interval, 

(0.41, 1.09); Study 2: b = 1.40; t(8,964) = 8.50; P < 0.001; R2 = 0.05; 95% confidence 

interval, (1.07, 1.72); Study 3: b = 1.31; t(10,012) = 7.71; P < 0.001; R2 = 0.04; 95% 

confidence interval, (0.98, 1.65); Study 4: b = 3.95; t(9,395) = 22.22; P < 0.001; R2 = 0.07; 

95% confidence interval, (3.60, 4.30)). The second and third hypotheses were tested with 

a single model. We created a difference score between the participants’ estimation of the 

sequence average and the actual average, and we used both the sequence length (H2) and 

the valence (H3) as predictors. We used the same random intercepts as in the previous 

model. Our results suggest that an increase in the number of expressions in the sequence 

led to an increase in amplification in all of the studies (Table 1; Study 1: b = 0.33; t(4,820) 

= 8.91; P < 0.001; R2 = 0.14; 95% confidence interval, (0.24, 0.40); Study 2: b = 0.30; 

t(4,428) = 8.45; P < 0.001; R2 = 0.13; 95% confidence interval, (0.22, 0.36); Study 3: b = 

0.36; t(4,988) = 10.36; P < 0.001; R2 = 0.12; 95% confidence interval, (0.29, 0.43); Study 

4: b = 0.19; t(4,965) = 5.36; P < 0.001; R2 = 0.12; 95% confidence interval, (0.12, 0.26)). 

Further analysis conducted on sequence length (reported in detail in the Supplementary 

Information) indicated that amplification was evident only in sequences larger than four to 

six expressions, depending on the study, which is congruent with research on working visual 

memory. The participants’ accuracy in evaluating shorter sequences provides additional 

support that the amplification effect occurs due to the aggregation of long sequences. 

Finally, we found an overall increased amplification for negative sequences compared with 

positive sequences in two of these four studies, and as expected, even in the studies in which 

this effect was found, it was relatively weak (Table 1; Study 1: b = 0.56; t(4,823) = 2.20; P = 

0.02; R2 = 0.13; 95% confidence interval, (0.23, 1.07); Study 2: b = 0.91; t(4,420) = 3.74; P 

< 0.001; R2 = 0.14; 95% confidence interval, (0.43, 1.39); Study 3: b = 0.40; t(4,987) = 1.68; 

P = 0.09; R2 = 0.12; 95% confidence interval, (−0.06, 0.88); Study 4: b = −0.77; t(4,967) = 

−3.03; P < 0.001; R2 = 0.075; 95% confidence interval, (−1.28, −0.27)).

Study 5.

The goal of Study 5 was to validate two previously reported findings related to the 

importance of memory to sequence evaluation (pre-registration: https://osf.io/j4kqz/). Study 

5 included two blocks. In the first block (30 trials), the participants were asked to evaluate 
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the average emotional intensity expressed in sequences of eight expressions similar to Study 

1. In the second block (20 trials), the participants saw sequences of eight expressions and 

then performed a memory test by choosing between a true target expression that appeared 

in the sequence and a false target expression that did not appear in the sequence (N  = 150; 

men, 51; women, 98; other, 1; age: mean = 38.35, s.d. = 12.37). Looking first at our first 

block, we were able to replicate the findings of Studies 1–4 (Supplementary Information). 

We then turned to evaluating the participants’ tendency to correctly choose the true target 

face in the memory test. We first confirmed that the participants were more successful in 

the memory task when the true target face corresponded to a face that occurred later in the 

sequence (Supplementary Information). We then examined whether the emotional intensity 

of the target facial expression predicted the probability of remembering the expression. We 

constructed a generalized linear mixed model in which we used the emotional intensity of 

the true target expression as the predictor and whether the participants chose this expression 

correctly or not as the dependent variable. We added a covariate to the model of the distance 

between the false and the true target, as this distance is likely to affect the participants’ 

ability to remember. We also added a by-individual random intercept and a random intercept 

of the face identity. The results suggest that the intensity of the facial expression predicted 

the probability of memory (b = 0.04; z = 15.23; P < 0.001; R2  = 0 .10; 95% confidence 

interval, (0.37, 0.47)). We conducted additional analysis to make sure that this effect was not 

driven solely by participants merely choosing the more emotional expression in each trial 

(Supplementary Information).

Studies 6 and 7.

The goal of Studies 6 and 7 (reported only in the Supplementary Information) was to 

manipulate the tendency to remember certain faces and test its effect on the tendency for 

amplification. In Study 6 (N  = 96; men, 62; women, 33; other, 1; age: mean = 25.49, s.d. 

= 7.35), we manipulated salience in memory by taking advantage of the recency bias found 

in Study 5 and manipulating the intensity of emotions that the participants viewed either 

at the beginning or at the end of the sequence (pre-registration: https://osf.io/sgbzy/). Our 

procedure was the same as for Study 1 with two differences. First, the sequence lengths 

were 2–12 and included only even sequence numbers. Second, each of the 50 trials that 

the participants completed was divided into a high-intensity end and a low-intensity end. 

In the high-intensity end trials, the expressions in the first half of the sequence were 

randomly drawn from only the low-intensity emotions (1–25 on our scale), and the second 

half were randomly drawn from only the high-intensity emotions (26–50 on our scale). The 

low-intensity end trials were structured in the opposite manner. We designed the task so that 

the low-end and high-end trials would mirror each other completely. In addition to providing 

support for the three hypotheses (Supplementary Information), we examined the difference 

between the participants’ estimation and the actual sequence average as the dependent 

variable, and the order of high- and low-intensity expressions as the independent variable, 

including by-participant and by-face-identity random intercepts. The results suggest that in 

trials in which the high-intensity expressions were presented at the end, the participants’ 

estimations were amplified compared with the actual mean (b = 2.87; t(13.64) = 6.33; 

P < 0.001; R2  = 0 .18; 95% confidence interval, (1.95, 3.80)). The results also pointed 
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to a significant de-amplification in the low-intensity end condition (b = −1.31; t(13.61) 

= −2.90; P = 0.012; R2  = 0 .18; 95% confidence interval, (−2.24, −0.38)). Importantly, 

however, despite the fact that recency seemed to have a tremendous effect on evaluation, 

the amplification in the high-intensity end condition was larger than the de-amplification in 

the low-intensity end condition (see the Supplementary Information for further analysis). To 

provide further support for the memory mechanism, in Study 7 we manipulated memory 

by changing the salience of high- or low-intensity emotions by adding a red square around 

some of the faces (as reported fully in the Supplementary Information). Taken together, 

these studies provide strong evidence for memory of more salient expressions as driver of 

amplification.

Study 8.

Differential memory for more emotional (intense or salient) stimuli is one possible 

mechanism. However, perceptual characteristics of the stimulus space, rather than changes 

in memory, could also be driving the observed amplification effects. To address this 

possibility, we used computational modelling to separately quantify the psychophysical 

similarity between expressions, and we used these similarity data to estimate what biases 

in memory for ensembles would be expected on the basis of similarity alone. In Study 8, 

we first empirically tested how people perceived distances between emotional intensities at 

different points of our emotional scale showing some nonlinearity such that expressions in 

the middle of the scale were more differentiated than those at the edges of the scale (Fig. 

2 and Supplementary Information). We then built on an existing computational model34 

that was designed to simulate ensemble memory with specific attention to nonlinearity 

in similarity, by comparing three models: (1) a baseline model that only incorporated 

nonlinearity in similarity (found in our pilot), (2) a recency model that was based on the 

baseline model but also assumed stronger weight in memory for more recent items and (3) 

an amplification model that was based on the recency model but added an assumption of 

increased weight to more emotional expressions. We used the results of Study 6 to compare 

these three models’ fit (see the full description in the Supplementary Information). The 

results suggest that the amplification model yielded the best fit, providing additional support 

for amplification over and above recency and nonlinearity.

Study 9.

In Study 9, we sought to generalize the findings and examine them in more naturalistic 

interactions. We used data from the SEND32, in which observers watched and provided 

emotional ratings of videos of a diverse set of targets telling personal emotional stories. 

The participants were asked to provide two types of ratings in response to each video: a 

continuous, real-time evaluation of the degree of negativity and positivity of each video as 

they unfolded over time, and a global evaluation of the target emotionality after watching 

the whole video. We then compared the average of the participants’ real-time emotional 

evaluations with their post-video global evaluations. To account for differences that may 

have been caused by different scales, we treated the difference between the post-rating and 

the continuous rating of the neutral videos as our baseline comparison. We then conducted 

a mixed model analysis using the difference between the global evaluation and the average 
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of the real-time continuous evaluation as our dependent variable and the valence of the video 

as the dependent variable, including by-participant and by-video random intercepts. The 

results for the neutral videos were not different from zero (b = 0.16; t(191) = 1.39; P = 0.17; 

R2  = 0 .52; 95% confidence interval, (−0.06, 0.39)). For the negative videos, the difference 

between the post-ratings and continuous ratings was significantly more negative than in 

the neutral condition (b = −0.92; t(189) = −5.66; P < 0.001; R2  = 0 .52; 95% confidence 

interval, (−1.24, −0.60)). In contrast, and also congruent with the tendency for amplification, 

the difference between the post-ratings and continuous ratings in the positive videos was 

significantly more positive than for the neutral videos (b = 0.70; t(189) = 4.87; P < 0.001; 

R2  = 0 .52; 95% confidence interval, (0.42 0.98); Fig. 3). To summarize, the analysis of the 

SEND videos pointed to an amplification effect that was similar to the one evident using 

sequences of static emotional expressions in the previous studies.

Discussion

Our evaluations of others’ emotions are central to almost any social interaction, and because 

emotions unfold over time, such evaluations hinge on how we aggregate and evaluate 

sequential emotional information. The aggregation of others’ emotions also impacts crucial 

decisions. Examples include job interviews, in which candidates are evaluated partly on 

the basis of their passion for the job, and medical decisions, which are based in part on 

doctors’ perceptions of the degree to which their patients are in pain. In nine studies, we 

have demonstrated that these sorts of assessments may involve systematic amplification, 

which is caused by increased memory for more emotional expressions in the sequence.

In some circumstances, amplification might impair optimal decision-making. In many 

others, however, amplification in the evaluation of emotional sequences might be helpful. 

Expressing emotions, particularly negative ones, is against the norm in many cultures; this 

often leads people to try to conceal their emotional expressions35. Detecting even minor 

emotional expressions can be extremely informative regarding others’ thoughts, goals and 

future behaviour. The importance of emotional expressions may be one of the reasons why 

more emotional expressions are more likely to be remembered. Furthermore, when a face 

changes back and forth from emotional states to more neutral states, it makes sense to ignore 

the less emotional expressions and to interpret the more emotional ones as reflecting the true 

emotion of that person. These tendencies may play a role even when people are asked to 

average the emotional intensity expressed in a sequence, such as in the present studies. It is 

therefore important to note that we do not see this amplification as unnatural or necessarily 

unhelpful, but rather as an important feature of social cognition.

We suspect that our findings may not be unique to emotions but instead might be 

generalizable to sequential perception of any type of stimulus that is asymmetrical in terms 

of salience, such that some features are more salient than others. Because much of the world 

unfolds over time, a large portion of our perception and cognition involves aggregating 

sequential information into single representations. This is done not only for lower-level 

features such as the size and orientation of a moving object but also for higher-level 

cognitions such as determining an individual’s competence on the basis of their completion 
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of multiple tasks. Future work should therefore examine amplification in variety of stimuli 

occurring sequentially, especially for stimuli that may have such asymmetric features. These 

might include evaluating sequence averages of money (the biggest sums are more salient), 

diversity (diverse members are more salient36) and even morality (immoral behaviour is 

more salient). Future work should attempt to broaden the insight of amplification to these 

domains.

Limitations and future directions.

Our studies have several noteworthy limitations and leave open questions regarding how 

amplification manifests itself in natural social interactions. One main limitation relates to the 

idea that asking participants to evaluate the emotional average of a sequence is dissimilar 

to the way such evaluations are done naturally. Research suggests that people both naturally 

segment continuous stimuli37 and extract average features from a set even when they are 

not asked to do so5,38. Furthermore, in Study 9, the participants were not asked to evaluate 

the sequence on average but rather to provide a global evaluation of emotionality, leading 

to similar results. However, despite these findings, it is possible that sequences are naturally 

aggregated in a way that differ from the mean.

A second limitation relates to the stimuli and the way they were presented to the 

participants. In real life, when people estimate emotional expressions unfolding over time, 

emotions tend to cluster together. One question is how the distribution of emotions in a 

sequence impacts the evaluation of a person’s emotionality. Furthermore, in many of our 

studies (except Study 9), the participants evaluated sequences of clear facial expressions by 

white men, while the participants themselves were not experiencing any emotion. People’s 

ability to aggregate multiple emotions is likely to depend on target attributes such as gender, 

ethnicity, age and culture, as well as the perceiver’s emotional state. Further studies should 

manipulate these aspects and examine their contributions to amplification.

This project reveals an important aspect of social cognition that is central to many social 

interactions. However, there is no reason to assume that amplification in the evaluation 

of sequences applies only to emotions. Further understanding of how people integrate 

sequential information of various kinds is therefore likely to reveal other biases in the way 

we understand our social world.

Methods

This research was approved by the Human Subject Committee at Harvard University 

(IRB20–0091). All participants provided informed consent and were compensated for their 

time.

Stimuli for Studies 1–8.

To create the stimulus set, we created facial expression morphs from two face sets. The first 

set was developed for a recent investigation of ensemble face perception39 and was based 

on four exemplar faces of men from the NimStim face set40 (four men). The second set was 

developed by us to increase the gender diversity of the faces, using eight exemplar faces 

(four women and four men) based on the Radboud face sample41. Morphing was done using 
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the software Fantamorph. We used the neutral and emotional faces of the set to linearly 

interpolate 48 morphs (that is, ‘morph units’) between each actor’s neutral expression and 

that same actor’s angry and happy expressions. The morphed sets for each identity were 

on a scale of 0% (completely neutral) to 100% (completely emotional) in increments of 

2% (1–50 scale; Fig. 1b). We conducted a pre-test to confirm that people could track 

differences in the created morphs, finding that the participants were accurate in identifying 

the intensity of a single facial expression evaluation (Supplementary Information). Note that 

our 50 face morphs do not imply that every emotional unit corresponds to a categorically 

distinct emotion. Additionally, the morphs, while mathematically linearly related, were not 

necessarily psychophysically linear. We directly addressed issues that relate to potential 

effects of nonlinearity in Study 8.

Amplification task (used in Studies 1–7).

In each trial, the participants first saw a sequence of 1–12 facial expressions with the same 

identity expressing different intensities of emotion from either a neutral-to-angry (anger 

condition) or a neutral-to-happy (happiness condition) continuum. Each facial expression in 

the sequence was presented in the middle of the screen for 1,000 ms on a grey background 

and was randomly taken from a 1–50 morph (Fig. 1b). Between each expression, the 

participants saw a fixation cross for a duration between 400 and 600 ms (randomly 

determined on each trial). The sequence’s average expressive intensity was therefore 

normally distributed around 25.5, which was the middle of the scale, with varied degrees of 

variance. The valence and the number of expressions presented in each sequence were also 

chosen randomly in each trial. We did not mix the happy and angry expressions because 

doing so could undermine our ability to detect an amplification effect: if the participants 

fixated on one extremely negative and one extremely positive expression, then on average, 

their estimate of the sequence could seem to be relatively accurate despite the fact that they 

were biased by emotional intensity in their sampling of expression. After the sequence of 

facial expressions, the participants were asked to evaluate the average emotion expressed 

in the sequence. To start the measurement phase, the participants were asked to move their 

cursor beyond a vertical line, which was located on the left (Studies 1–2 and 5–7) or the 

right side of the screen (Studies 3–4; Fig. 1a(iii)). Once the pointer crossed the vertical line, 

a single face bearing a neutral expression was presented on the screen (except for Study 4; 

see below). The identity of the face in the scale matched that of the faces in the previous 

sequence. The participants were then asked to move the pointer away from the starting 

point to modify the facial expression from neutral to emotional. The participants had as 

much time as they needed to estimate the mean intensity of the emotional sequence. After 

completing the main task, the participants filled out a short survey that was designed to 

examine potential moderators for the effect that could be manipulated in future studies (see 

the Supplementary Information for the full description).

Studies 1–4: establishing amplification.

The goal of Studies 1–4 was to test the three hypotheses described above (https://osf.io/

ag8nv). Given that recent online studies examining the evaluation of crowds’ emotions used 

100 participants completing 50 trials8, we decided on a sample size of 100 participants per 

study completing 50 trials of the task. In all of the studies in this set, of the 100 participants 
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that completed the task, we removed participants whose average estimation was below 10 or 

higher than 40, which could occur only if ratings were conducted to finish the task quickly 

without any regard to the averages. Our final samples were as follows: for study 1, N  = 93
(men, 52; women, 41; age: mean = 28.23, s.d. = 9.54); for Study 2, N  = 94 (men, 35; 

women, 55; other/did not specify, 4; age: mean = 33.60, s.d. = 11.43); for Study 3, N  = 98
(men, 35; women, 62; other/did not specify, 1; age: mean = 25.78, s.d. = 9.08); and for Study 

4, N  = 92 (men, 31; women, 66; other/did not specify, 1; age: mean = 24.67, s.d. = 6.42) 

(see the breakdown of the participants’ ethnicities in the Supplementary Information). All of 

our participants were recruited through Prolific and received US$2.30 for their participation. 

Studies 1–4 all had the same basic structure described above, but we modified the location 

and starting point of the scale to make sure that amplification was not caused by the way 

emotions were measured. In Studies 1 and 2, the initial expression in the scale was anchored 

on a neutral expression starting on the left side of the screen: 1 on the scale from 1 to 

50. This was done because previous research indicated that the initial location of the scale 

in ensemble coding tasks led to an anchoring effect, such that estimations were closer on 

average to that of the initial location4. In Study 3, the scale also started from neutral, but 

the direction of the scale was reversed, from right to left. Finally, in Study 4, the scale 

was initiated on the left side of the screen, but the starting point of the scale was the most 

emotional expression. This was done to eliminate the possibility that starting from neutral 

led the participants to ‘overshoot’ in their estimation of the average.

Study 5: testing memory based on facial expression intensity.

The goal of Study 5 was to validate two previously reported findings related to the 

importance of memory to sequence evaluation. Our starting sample was 150 participants, 

but we were left with 136 participants after removing participants on the basis of our 

pre-registered criteria (see the Supplementary Information for the power analysis). Given 

that 137 participants would put us under a power of 80%, we then collected an additional 

13 participants prior to examining or analysing these data, bringing us to N  = 150 (men, 

51; women, 98; other, 1; age: mean = 38.35, s.d. = 12.37). All of our participants were 

recruited through Prolific and received US$2.30 for their participation. The task included 

two separate blocks that were always presented to the participants in the same order. The 

first block was the amplification test block, which was 30 trials long. The participants 

completed an amplification task similar to that of Studies 1–4 with one difference: the length 

of the sequence was always eight facial expressions. We kept the sequence length equal for 

two reasons. First, we wanted our amplification trials to have the same sequence length as 

the memory trials. Second, we wanted to be able to compare the contribution of the order 

of each expression in the sequence to the participants’ estimation. We hypothesized that we 

would see amplification in this block (H1) as well as stronger amplification for negative 

emotions (H2; pre-registration: https://osf.io/j4kqz/). The second block, which was 20 trials 

long, was designed to examine the participants’ ability to remember certain emotional 

expressions in the sequence. Similar to the first block, each trial started with a sequence of 

eight expressions, either neutral-to-negative or neutral-to-positive. Following each sequence, 

the participants saw two target expressions: a true target that appeared in the sequence and 

a false target that did not appear in the sequence. The false target expressions were chosen 

in each trial by finding the two expressions in the sequence that had the biggest difference 
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between them and taking the midpoint of that difference. For example, if 5 and 13 had the 

biggest difference in the sequence, the false target expression would be 9. The two target 

facial expressions appeared on the screen right after the final fixation cross of the sequence 

(400–600 ms). The participants had as much time as they needed to make their choice. We 

hypothesized that people would be more likely to succeed in the memory test in the trials 

in which the true target expression expressed stronger emotion (H3). Following the task, 

the participants completed a survey similar to the previous studies (see the Supplementary 

Information for the full analysis).

Study 6: manipulating recency of strong-intensity emotions.

The goal of Study 6 was to examine the effect of memory on the participants’ tendency 

for amplification by manipulating the intensity of emotions that the participants viewed at 

either the beginning or the end of the sequence. Our pre-registered hypotheses (https://osf.io/

sgbzy/) were that we would see amplification (H1), that amplification would increase with 

sequence length (H2) and that amplification would be stronger for negative emotions (H3). 

Finally, we hypothesized that amplification would be stronger for trials in which stronger 

emotions were presented at the end of the sequence, compared with the beginning (H4). 

We recruited participants from Prolific in exchange for US$2.30. Our sample was N  = 100, 

similar to those of Studies 1–4. Congruent with our pre-registered criteria, we removed 

four participants for providing average ratings of below 10 or above 40. Our final sample 

was therefore N  = 96 (men, 62; women, 33; other, 1; age: mean = 25.49, s.d. = 7.35). 

Our procedure was identical to that of Study 1 with two differences. First, the sequence 

lengths were 2–12 and included only even sequence numbers. The was because we wanted 

to divide each sequence into two halves and manipulate the intensity of each half. The 

second difference from the tasks in Studies 1–4 was that each of the 50 trials that the 

participants completed was divided into two conditions: high-intensity end and low-intensity 

end. In the high-intensity end trials, the expressions in the first half of the sequence were 

randomly drawn from only the low-intensity emotions (1–25 on our scale), and the second 

half were randomly drawn from only the high-intensity emotions (26–50 on our scale). 

The low-intensity end trials were structured in the opposite manner, such that the first 

half included only high-intensity facial expressions, and the second half only low intensity. 

We designed the task so that the low-end and high-end trials would mirror each other 

completely. The order of the high-end and low-end trials was random. Following the task, 

the participants completed a survey similar to the previous studies (see the Supplementary 

Information for the full analysis).

Study 7: manipulating salience.

The goal of Study 7 was to examine the effect of memory on the participants’ tendency 

for amplification by manipulating the salience of either high- or low-intensity emotions. 

Salience was manipulated by adding a red square around either the high-intensity or low-

intensity expressions in a sequence. This study is reported in full in the Supplementary 

Information.
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Study 8: testing nonlinearity in emotion perception.

Thus far, our analysis of underlying mechanisms has focused on differential memory for 

more emotional (intense or salient) stimuli. However, another explanation of the apparent 

bias we observe is that low-level perceptual rather than emotional characteristics of 

emotional faces give rise to nonlinear integration of emotional faces into ensembles42. 

Given this concern, we used a computational modelling approach to separately quantify the 

psychophysical similarity between expressions, and we used these similarity data to estimate 

what biases in memory for ensembles would be expected on the basis of similarity alone. 

To achieve this goal, in the first phase we empirically tested how people perceived distances 

between emotional intensities at different points of our emotional scale. We then built on 

an existing computational model that was designed to simulate ensemble memory with 

specific attention to nonlinearity in similarity34, by comparing three hypothetical models 

of ensemble coding: a baseline model that only incorporated nonlinearity in similarity, a 

recency model that was based on the baseline model but also assumed stronger weight in 

memory for more recent items, and an amplification model that was based on the recency 

model but added an assumption of increased weight to more emotional expressions. In 

the second phase, we used the results of Study 6 to compare these three models’ fit. 

For the first phase, we recruited participants from Prolific in exchange for US$2.70. We 

aimed for a similar number of participants as in our other studies. No participants were 

excluded from the study. Our final sample was N  = 100 (men, 37; women, 62; other, 

1; age: mean = 35.99, s.d. = 12.69). To evaluate similarity in emotional perception, we 

modified the similarity task that was used by Schurgin and colleagues42. In each trial, 

the participants saw two expressions on the screen and were asked to evaluate to what 

degree these two expressions were similar to each other on a 1–7 scale (1, not similar 

at all; 7, very similar). The participants had as much time as they needed to make their 

selection. The similarity between two expressions was measured using a seven-point Likert 

scale, where Smin = 1 and Smax = 7. To generate the psychophysical similarity function, we 

simply normalized these data to range from 0 to 1, giving a psychophysical similarity 

metric, such that f x) = ((Sx  −  Smin)/(Smax  −  Smin)). To cover the whole 1–50 scale, one of 

every five expressions was selected and compared with all other expressions in increments 

of 5. For example, an expression of emotional intensity 1 was compared with 1, 5, 10, 

15, 20, 25, 30, 35, 40, 45 and 50. Completing all comparisons within a certain scale 

required conducting 66 comparisons. In each study, the participants completed 264 (66 × 4) 

comparisons, which meant that each participant completed all possible comparisons in 

four of the eight expression–emotion continua: 4 identities × 2 valences (neutral-to-happy and 

neutral-to-angry). The four identities were chosen randomly for each participant. For the 

analysis of the results of this study, see the Supplementary Information.

Having established nonlinearity in similarity perceptions, we then took a computational 

modelling approach to validate that the amplification found in our studies did not stem 

from nonlinearity and perception of similarity. We adapted a recently developed model 

for ensemble memory34, which is the first computational model to make high-precision 

predictions of performance in continuous-report memory ensemble tasks. In this work, we 

treat this memory for ensembles as a measurement model; that is, as explained, we use it 

to formally separate effects of psychophysical similarity from amplification memory biases. 
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This model of memory for ensembles postulates that each stimulus evokes a distributed 

pattern of activation over feature values, and ensembles are computed by pooling over these 

patterns of activation at a relatively early perceptual stage of processing. Critically, within 

this modelling framework, the pattern of activation evoked by each stimulus depends on the 

psychophysical similarity of features to items held in memory, such that feature values that 

are more like items held in memory receive a higher boost in activation. This model directly 

links psychophysical similarity to memory processes by postulating that the patterns of 

activation elicited by each stimulus determine how familiar that feature and similar features 

will feel. For instance, if a task requires remembering a certain emotional intensity, the 

specific intensity will evoke a very strong familiarity signal, but so will similar emotional 

expressions. Finally, in line with mainstream signal detection models of memory43, the 

model posits that ensemble memory representations are corrupted by noise and that the 

signal-to-noise ratio depends on factors that determine the top-down upweighting of features 

of individual items (for example, manipulation of memory load, delay or presentation 

format). Formally, the most straightforward version of this model for ensembles is given by 

the following equation:

RENS = argmax ∑
i = 1

N
f x id′ + σNoise (1)

where RENS is the reported feature on the ensemble task (that is, which expression is chosen), 

N is the total number of items in the ensemble memory array, f x  is the psychophysical 

similarity function of item i (that is, it captures how similar each of the 50 expressions 

is to item i; we describe the measurement of this below) and d′ is a free parameter that 

determines the level of activation of each feature value for each item. Note that this version 

of the model postulates that on average, each item in the sequence generates the same 

familiarity signal, meaning that d′ is the same value for each item in the sequence (that 

is, the model has only one free parameter d′). σNoise is a fixed amount of noise, which was 

set to one standard deviation of a Gaussian distribution, consistent with a signal detection 

model. Argmax denotes the decision rule that memory reports are based on the feature that 

generates the maximum familiarity signal. More precisely, the argmax argument is taken 

over a vector of random variables (X1, X2, X3,…, X50), where each random variable is one of 

the 50 possible expressions on the self-report scale, each of which is distributed according 

to the model equation given in the parentheses. We refer to the above model as the baseline 

model because it assumes (1) that the familiarity of the ensemble is solely determined by 

its psychophysical similarity and (2) that, on average, there is equal weighting of each item 

in memory—that is, there are no sequential or amplification effects on memory (that is, no 

recency or exaggeration of the impact of negative expressions).

The second variant of the ensemble model we use is the recency model34, which postulates 

that memory performance in the sequential paradigm is determined by psychophysical 

similarity as well as higher weighting of more recent items in memory (recency effects). 

In line with extant recency models of memory, the recency weights are quantified with a 

normalized exponential function (without base e) defined over the serial position of each 

stimulus in the sequence17. The recency model is given by the following equation:
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RENS = argmax ∑
i = 1

N
f x id′ wi

Receny + σNoise (2)

wi
Receny = ri

∑i = 1
N ri (3)

where wi
Receny is the recency weight of the ith item in the sequence, and r is a free parameter 

that determines the rate of prioritization as a function of the serial position of a stimulus17. 

This version of the model therefore has two free parameters, d′ and r. The critical point 

to note is that equations (1) and (2) are identical except that equation (2) can also capture 

higher weighting of more recent items. A comparison of these models thus provides insight 

into whether there is evidence for higher prioritization of more recent items in the sequence 

once psychophysical similarity is taken into account. Given prior evidence for recency 

effects in ensemble tasks, as well as in the studies reported above, we expected the recency 

model to outperform the baseline model.

The final model we refer to as the amplification recency model. This model of ensembles 

postulates that in addition to effects of psychophysical similarity and recency on memory, 

there is also amplification of emotional expressions. As noted, we use this model as 

a measurement model (meaning that we do not assume that it is the best descriptive 

model of amplification but rather use it to quantitatively separate amplification biases 

from psychophysical similarity and recency effects) to formally separate possible effects 

of amplification from psychophysical similarity and recency. Accordingly, in line with our 

behavioural results, we make the simplifying assumption that recency and amplification 

combine independently to bias memory, and that amplification increases exponentially as a 

function of an expression’s emotional extremeness. The model equation is shown below:

RENS = argmax ∑
i = 1

N

f x id′ wi
Recencywi

Amplification + σNoise (4)

wi
Amplification = eA j/50 (5)

As shown in the above equations, the wi
Amplification weight is an exponential function of the 

item’s emotionality, which is denoted by j j (1–50) and a free parameter, A. Larger values 

of A indicate higher weighting of more emotional expressions, and we constrained A to be 

non-negative (zero inclusive) to capture the fact that there may be no amplification (when 

A equals zero). This model thus has three free parameters: d′, r′ and A. As before, the 

amplification recency model is like the baseline and recency models except that it posits 

that memory biases are jointly determined by psychophysical similarity, recency effects 

and amplification of more extreme expressions. A comparison of the amplification recency 

model with the baseline and recency models therefore provides direct insight into whether 

there are amplification memory biases once psychophysical similarity and recency effects 

are taken into account. See the Supplementary Information for the model fitting description.
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Study 9: amplification in the evaluation of emotional videos.

For Study 9, we used data from the SEND32, in which observers watched and provided 

emotional ratings of videos of a diverse set of targets telling personal emotional stories. 

The participants were asked to provide two types of ratings in response to each video: 

a continuous evaluation of the degree of negativity and positivity of each video, and a 

global evaluation of the target emotionality after watching the whole video. These two 

measurements allowed us to compare the average of the participants’ real-time emotional 

evaluations with their post-video global evaluations. We hypothesized that the participants’ 

global evaluations would be stronger than the averages of their continuous evaluations 

(H1) and that amplification would be stronger for videos with negative than with positive 

narratives (H2). Given that the videos did not differ significantly in length, this study was 

not suitable to validate the association between length and amplification, but this association 

was tested nevertheless and showed no change (see the Supplementary Information for the 

full analysis). The target videos were collected as part of the SEND (see the full description 

of the data collection in the Supplementary Information)32. Of the videos that were produced 

by participants, 193 were selected, containing 49 unique targets (gender: men, 20; women, 

27; other, 2; age: mean = 24.8, s.d. = 9.6; ethnicity: East Asian, 6; South Asian, 3; Black, 2; 

Hispanic, 4; Middle Eastern, 1; White, 16; mixed, 13; other, 4). The clips were also cropped 

for length, such that the final clips lasted on average 2 minutes 15 seconds. The videos were 

divided into four valence categories by the original authors, which we retained in this study. 

After we transformed the video ratings to be on a 0–100 scale (0, very negative; 50, neutral; 

100, very positive), the videos were divided into four categories. Positive videos included 

videos that were rated by targets on average as higher than 60, with a minimum rating of 40 

(N  = 62). Negative videos had an average rating lower than 40 with a maximum rating of 

60 (N  = 33). Neutral videos were videos that had a maximum rating of 60 and a minimum 

rating of 40 (N  = 30). All other videos were categorized as mixed (N  = 68). See the original 

paper for the full description of the videos32.

We use the term ‘observers’ to describe participants who were recruited separately at a 

later date and were asked to provide their evaluation of the target’s emotionality. Observers 

were recruited as part of the SEND database on Amazon Mechanical Turk to watch video 

clips and rate how the target in the video felt32. The observers saw each video along 

with a continuous sliding scale underneath that was designed for continuous emotional 

ratings. They were asked to dynamically adjust the scale as the video played to capture 

the emotional intensity of the target at each time point. The analogue scale was divided 

into 100 points (0, very negative; 50, neutral; 100, very positive) and sampled every 0.5 s. 

Seven hundred participants were recruited with the goal of getting at least 20 participants 

rating each video. Each participant watched eight videos. The final recruited sample was 

695 participants, and 11 additional participants were removed for failing to correctly answer 

two comprehension checks. Of the remaining 684 participants, we divided the continuous 

data into windows of two seconds and removed any observer ratings for videos that included 

fewer than five ratings. This elimination standard was different from that of the original 

researchers, who only removed participants who provided zero continuous ratings. We 

believe that our criteria are a more conservative comparison for the analysis. However, using 

the original authors’ criteria does not change the significance of the results. Our final sample 
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therefore was N  = 565 (age: mean = 37.23, s.d. = 11.23; gender: female, 279; male, 254; 

undefined, 32).

One concern that may be raised when comparing the continuous and post-rating measures 

is that the continuous rating included the beginnings of the videos, in which the participants 

did not change their ratings, meaning that their rating was de facto neutral. Keeping these 

ratings may artificially reduce the overall average of the continuous rating and further 

emphasize the amplification. To avoid this issue, we cut the continuous ratings to start only 

when the observers made their first change to the rating, thus removing sections in which 

the rating was neutral. We then averaged each continuous rating from the point at which the 

participants made their first rating to the end of the video. The observers provided two types 

of ratings in response to each video. The first rating was a continuous rating on a 0–100 

scale, 0 indicating very negative, 50 indicating neutral and 100 indicating very positive. The 

ratings were sampled every 0.5 s. After watching the video, the participants were asked 

to rate the degree of the target positivity and negativity using two ratings on a 1–7 scale 

(1, neutral; 7, very emotional), one for positive emotions and one for negative emotions. 

Because the correlation between positive ratings and negative ratings was very strong (r 
= −0.79 (−0.75, −0.82)), and to compare the continuous ratings with the post-ratings, we 

averaged between the positive and negative post-ratings, creating one scale for post-ratings, 

1 (very negative) to 7 (very positive). To compare the post-ratings with the continuous 

ratings, we converted the continuous ratings to a 1–7 scale by dividing them by 100, 

multiplying by 6 and adding 1. With this transformation, 100 on a continuous scale was 

equal to 7, and 0 was equal to 1.

Reporting summary.

Further information on research design is available in the Nature Research Reporting 

Summary linked to this article.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1 |. Structure and results of Studies 1–4.
a, The structure of the amplification task used in Studies 1–4. The participants saw 

a sequence of 1–12 facial expressions, expressing different degrees of either anger or 

happiness, that appeared on the screen for one second ((i) represents one expression in 

the sequence). Between each expression, the participants saw a fixation cross for 400–600 

ms (ii). The participants were then asked to move the mouse to the left of the line to 

begin the evaluation stage (iii). They were then asked to evaluate the average emotion 

expressed by these expressions by adjusting the intensity of a single morphed face (1–50, 

(iv)). b, Two samples (left, NimStim; right, Radboud) of three facial expressions from the 

neutral-to-angry scale (top) and from the neutral-to-happy scale (bottom) that were used 

in the studies. Values of 25 and 50 correspond to 50% and 100% intensities in our morph 

range, respectively. c, A summary of the results of the comparison between estimated and 

actual average ratings of the sequence in Studies 1–4 (N = 377). The analysis was done 
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using mixed models (t-test). The x axis represents the number of facial expressions in 

the sequence. The y axis represents the difference between the participants’ estimation 

of the average sequence and the actual average. The data are presented as mean values 

± confidence intervals. The green dotted line represents the average amplification across 

studies. The red dotted line represents the actual facial expression mean. Male and female 

images in b reproduced with permission from refs. 40,41, respectively.
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Fig. 2 |. Results from the similarity analysis in Study 8 (N = 100).
The x axis represents the difference between item 1 and item 2. The data are presented 

as mean values ± standard errors. The analysis was done using mixed models (t-test). As 

indicated by the changes in the degree of slope, both shorter distances and longer distances 

were perceived as more similar than distances between these two extremes.
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Fig. 3 |. The difference between post-ratings and continuous ratings for the three types of videos 
in Study 9 (N = 565): neutral, negative and positive.
The data are presented as median values. The boxes represent the interquartile range (IQR). 

The lines represent the first quartile − 1.5 IQR and the third quartile + 1.5 IQR. The 

dots represent all participants ouside that range. Comparison between the conditions was 

done using mixed models (t-test). A positive number indicates that the post-rating was 

more positive than the average continuous rating, and a negative number indicates that the 

post-rating was more negative than the continuous rating.
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