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ABSTRACT

Transfer of alanine from Escherichia coli alanyl-tRNA
synthetase (AlaRS) to RNA minihelices that mimic
the amino acid acceptor stem of tRNAA2 has been
shown, by analysis of variant minihelix aminoacylation
activities, to involve a transition state sensitive to
changes in the ‘discriminator’ base at position 73.
Solution NMR has indicated that this single-stranded
nucleotide is predominantly stacked onto G1 of the
first base pair of the alanine acceptor stem helix. We
report the activity of a new variant with the adenine at
position 73 substituted by its non-polar isostere 4-
methylindole (M). Despite lacking N7, this analog is
well tolerated by AlaRS. Molecular dynamics (MD)
simulations show that the M substitution improves
position 73 base stacking over G1, as measured by a
stacking lifetime analysis. Additional MD simulations
of wild-type microhelix?? and six variants reveal a
positive correlation between N73 base stacking
propensity over G1 and aminoacylation activity. For
the two AN7 variants simulated we found that the
propensity to stack over G1 was similar to the analo-
gous variants that contain N7 and we conclude that
the decrease in aminoacylation efficiency observed
upon deletion of N7 is likely due to loss of a direct
stabilizing interaction with the synthetase.

INTRODUCTION

Fidelity in translation of the genetic code depends, in part,
upon the ability of aminoacyl-tRNA synthetases to covalently
attach the correct amino acid to the 3’-end of their cognate
tRNAs. This is accomplished in a two-step reaction in which
the amino acid is first activated to form an aminoacyl—
adenylate intermediate. In the second step, the amino acid is
transferred to the 3’-end of the tRNA. Understanding how
synthetases distinguish between tRNAs that may possess
similar structural and chemical characteristics is therefore
central to understanding the accuracy of protein translation.
The original ‘discriminator site’ hypothesis correlated the
nature of the fourth base from the 3’-end of the tRNA, the

‘discriminator’ base (N73), to the chemical structure of the
attached amino acid (1). Although the details of this early
hypothesis were not entirely correct, in most aminoacylation
systems the discriminator base is indeed an important
synthetase recognition element (2,3).

In tRNAA% all the primary recognition elements, which
include the A73 discriminator base, are contained in the amino
acid acceptor stem (4,5). Indeed, RNA microhelices and
duplexes that mimic the tRNAA® acceptor stem are efficiently
charged with alanine by Escherichia coli alanyl-tRNA
synthetase (AlaRS) (6,7). Biochemical studies have found that
mutation of wild-type A73 to other naturally occurring bases
reduces aminoacylation activity, but does not abolish it as long
as the critical G3:U70 base pair is present (8,9). Thus, the
G3:U70 base pair is the major determinant that marks a tRNA
molecule for alanine acceptance (10,11), but the N73 position
remains a modulating element (Fig. 1; 8).

Substitution of A73 by any of the naturally occurring bases
has been shown to slow transfer of the activated amino acid to
the 3’-end of the tRNA (9). A recent study that examined
contributions of specific N73 functional groups to aminoacylation
activity revealed that the exocyclic amino group of A73 was
not a major recognition element, although substitution of this
functional group with a keto oxygen resulted in negative
discrimination (12). In addition, exchange of the major groove
N7 with CH resulted in a 14-fold decrease in aminoacylation
activity (12).

Biochemical studies have also indicated that pyrimidine
substitutions at N73 are not well tolerated (8,9,12). A purine,
when present as a dangling 3’-nucleotide at the end of an RNA
(13-15) or DNA (16) duplex, is generally more stabilizing than
a pyrimidine at the same position. This stability is primarily
due to improved stacking interactions with the adjacent
terminal base pair. In the present study we describe molecular
dynamics (MD) simulations designed to probe whether
specific functional groups at position 73 exert their effect via a
direct or an indirect mechanism, where the latter influence may
be realized through changes in base stacking propensities. MD
simulations of the wild-type A73-containing microhelix?®
(A73) and six purine 73 variants [containing guanine (G73),
hypoxanthine (I73), 7-deazaadenine (7DAA73), 2-aminoadenine
(2AA73), 4-methylbenzimidazole (Z73) and 4-methylindole
(M73)] have been carried out. Figure 2 summarizes the in vitro
aminoacylation activities and the chemical structures of these
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Figure 1. Sequence of E.coli microhelix* examined in this study with the
A73 discriminator base position circled and the critical 3:70 position required
for aminoacylation boxed.

variants. Our results reveal a strong positive correlation
between aminoacylation activity and the propensity for a base
at position 73 to stack over G1. Our data also support the
conclusion that major groove recognition at position N7 occurs
via a direct mechanism.

MATERIALS AND METHODS
RNA preparation

Solid phase synthesis of RNA oligonucleotides was accomplished
using TOM-protected phosphoramidite monomers on a
Pharmacia Gene Assembler Special (17). All RNA synthesis
reagents, including the 2’-deoxy-4-methylindole phosphor-
amidite monomer, were purchased from Glen Research
(Sterling, VA). The oligonucleotides were purified on 16%
polyacrylamide gels, eluted and desalted as described (18,19).

Aminoacylation assays

Escherichia coli AlaRS was purified as previously described
(20). Aminoacylation assays were carried out using RNA
duplex?2 substrates (3’-ribotridecamer annealed to a 5’-ribo-
nonamer) essentially as described (7). Duplexes were annealed
immediately before use by heating at 80°C for 2 min, cooling
to 60°C for 2 min, adding MgCl, to 10 mM and placing on ice.
RNA duplexes (4.5 uM) and all other assay components were
pre-equilibrated at room temperature prior to initiating the
reaction with AlaRS (45 nM). Initial rates of aminoacylation
are proportional to RNA concentration under the conditions
used in these experiments. Thus, the initial velocity is an

accurate reflection of k_, /K.

Simulation protocol

Simulations of the G73, 173, 7TDAA73, 2AA73, Z73 and M73
microhelix variants were all performed according to the
protocol described previously for the wild-type A73 micro-
helixA2 (21); we recapitulate here only the most important
details. Initial microhelix structures were derived from a high
resolution NMR structure of the E.coli microhelixA®

determined by Ramos and Varani (22). The microhelices were
surrounded by sodium counterions and 9 A of TIP3P (23)
water. Particle mesh Ewald (PME) (24) was used to account
for long range electrostatic interactions. Analysis of simulation
data was over a 2.0 ns trajectory generated using the SANDER
module of AMBER 5.0 (25,26) with a 2.0 fs time step. The
SHAKE algorithm (27) was applied to all hydrogen atoms and
the non-bonded interactions cut-off was set to 9.0 A. The pair
list was updated every 25 steps. Constant pressure (1 bar) and
temperature (300 K) were maintained according to the
Berendsen (28) coupling algorithm. The equilibration protocol
followed the method of Cheatham and Kollman (29; see also
http://www.amber.ucsf.edu/amber/tutorial/polyA-polyT ), after
which an additional 500 ps equilibration was performed under
production conditions. In the case of 7TDAA73, the additional
equilibration was for 2200 ps.

The CARNAL module of AMBER 5.0 was used to analyze
the trajectories. Helical parameters (30,31) were analyzed
using the program CURVES 5.3 (32). Static structures and
trajectory dynamics were visualized using Insight (33) and
VMD (34), respectively. Properties [including helical parameters,
averages, root mean square deviations (RMSDs) and base
stacking analyses] were computed over all 2000 1 ps snapshots
of the 2.0 ns production run period.

Force-field parameters

Simulations employed the Cornell et al. (35) force field as
implemented in AMBER 5.0 (25,26). Extension of this force
field by definition of parameters (atom types, force constants,
equilibrium values and partial atomic charges) for I and 2AA
has been presented elsewhere (21). The equivalent data for
non-standard nucleotides 7DAA, M and Z are provided in
Supplementary Material. Atom types, force constants and
equilibrium values were assigned based on analogy to
previously defined bases and/or the tryptophan side chain.
Partial atomic charges were derived by fitting to Hartree—Fock
(36) electrostatic potentials (ESP) calculated with the 6-31G*
basis set (37-39) and normalizing to the existing force field
(35,40). Electronic structure calculations were carried out
using Gaussian 98, revision A.6 (41).

RESULTS

Aminoacylation activity of M73 microhelixA®

It was previously determined that placing a deoxynucleotide at
position 73 of duplex*® has no effect on aminoacylation (42).
Here we show that replacing the wild-type discriminator base
with the modified deoxynucleotide analog M leads to a reduction
in aminoacylation of only 2.9 + 0.0086-fold (Fig. 2). This
modification replaces the N7 nitrogen with a methine carbon
atom and additionally places a methyl group in the major
groove position normally occupied by an amino group. The
reduction in activity with M (~3-fold) is significantly less than
the 14-fold reduction observed upon incorporation of 7DAA at
position 73 (12; Fig. 2). The latter analog contains only the N7
substitution and the comparison suggests that the additional
methyl group present in the M analog has a positive impact on
the efficiency of aminoacylation.
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Figure 2. Chemical structures of N73 microhelixA? variants and their respective
aminoacylation activities (12; this study) given in AAG* (kcal/mol), which is
defined as —RTIn[(k,,/Ky) "/ (k,,/Ky)"199P¢]. Aminoacylation assays were

cat

carried out with the 2’-deoxynucleotide version of the base analogs M, 2AA
and 7DAA. ND indicates that the aminoacylation activity has not yet been
determined.

Simulation convergence

Meaningful interpretation of MD simulations requires that
trajectories sample relevant regions of conformational phase
space. One measure of whether this criterion is satisfied for a
given trajectory is the stability of various structural characteristics
over the time course of the analysis. Figure 3 details the RMSD
of each structure from its average over the 2 ns production
period (RMSDs from starting structures are provided in
Supplementary Material). The RMSDs fluctuate within a small
range about converged values in all cases. A similar analysis
was carried out for various helical parameters, including base
pair inclination, local twist and x-displacement from the global
helix axis (30,31). In every case, the trajectories fluctuated
over a small range about a converged average value (see
Supplementary Material). Such dynamic behavior is consistent
with a system that is statistically converged (43,44), thereby
ensuring that further analysis of the trajectory is thermo-
dynamically justified.

2-Dimensional (2D) stacking analysis

To define the stacking of N73 over the G1:C72 base pair, it is
helpful to define a 2D coordinate system. In this instance we
define the first coordinate to be the distance between the
centers of mass (COMs) of the six-membered rings of the N73
and G1 bases. The second coordinate is defined as the distance
between the COM of the five-membered ring of N73 and the
COM of the six-membered ring of C72. Figure 4 provides plots
in this coordinate system that illustrate the stacking behavior of
the wild-type and five variant microhelices for each of the
2000 data points analyzed in their respective trajectories. To
facilitate the analysis, this representation of stacking space is
divided into four quadrants. In particular, the first, second,
third and fourth quadrants represent structures in which (I)
"Nr3cp > 40 A and ry;3. g1 < 40 A, (D) Iy7scry and rygs Gy
<4.0A, (1II) MNrcn <40 A and ry;, g > 4.0 A and (IV) 1307
and ry73 g > 4.0 A, respectively, where r is the relevant COM
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Figure 3. RMSDs (A) from average structures taken over the production run
portion of each trajectory. Values have an arbitrary 0 and are calculated
excluding the single-stranded region of the microhelix.

distance. Structures in the various quadrants can thus be
characterized as having (I) an N73 base stacking over G1, (II)
an N73 base positioned between G1 and C72, (II) an N73 base
stacking over C72 and (IV) an N73 base that is not stacked
over either base.

Refinement of stacking categories

As an alternative presentation of the stacking data, we
calculate the percentage of total simulation time that the N73
base occupied a particular stacking category (Fig. 5). Data
points are assigned to quadrants as described above with one
additional constraint. To be considered to occupy quadrant I, II
or III the inter-base rise between N73 and C72 must be
between 3.0 and 6.0 A. If the inter-base rise is >6.0 or <3.0 A,
which can occur for certain conformations that either tilt N73
strongly or roll it out from the helical axis, then the N73 base is
considered not to be stacked and is assigned to quadrant IV. In
essence, this third dimensional requirement restricts the
relative orientations of the N73 and G1:C72 bases so that
quadrants I, IT and III are only occupied by true stacked
configurations. (Rise in a single strand of DNA is defined for
sequential bases. Thus, when N73 stacks over G1, rise values
for N73/C72 can be as large as 6 A because the G1:C72 base

pair distorts to improve the N73/G1 stacking interaction. Of
course, any choice of cut-off is arbitrary, but visualization of a
large number of structures suggests that use of a rise constraint
helps to separate the qualitatively different stacking arrange-
ments observed in the various systems. Note that in quadrant
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Figure 4. Two-dimensional plots of N73 stacking over the G1:C72 base pair. The quadrants indicated by the intersecting solid lines are defined in the subsection
of the text entitled 2D stacking analysis. In the above plots the abscissa is the distance (A) between the COMs of the six-membered rings of the N73 and G1 bases.
The ordinate is defined as the distance between the COM of the five-membered ring of N73 and the COM of the six-membered ring of C72.

IIT the COM constraint prevents rise values much in excess of
4 10\, so it is not possible for water molecules to intercalate
between the bases in any of the first three quadrants.)

This approach quantifies the qualitative observations that
can be drawn from Figure 4. For example, inspection of Figure 4
indicates that 2AA73 appears to have a very large percentage
of stacking interactions falling in quadrant I (stacking over G1)
while 173 has a considerably smaller such percentage. Figure 5
indicates the difference as representing ~35% of the total
simulation time. Overall, the total stacking over G1 is largest
for Z73, M73 and 2AA73, somewhat smaller for A73 and
7DAAT73 and considerably smaller for G73 and 173.

Stacking lifetimes

In cases where stacking of N73 over Gl was observed
(i.e. occupation of quadrant I and an inter-base rise between
3.0 and 6.0 A) we computed the total lifetime of that inter-
action as defined by its continuation over consecutive 1 ps
snapshots; individual lifetimes were considered terminated
when an unstacked structure persisted for >5 ps. Those data are

presented for each variant in Table 1, with the data broken
down into the percentage contribution of ranges of stacking
lifetimes to the total simulation time. More than half of the
total simulation time for variants Z and 2AA involved struc-
tures with stacking interactions persisting for >500 ps. In the
case of variants A and 7DAA, lifetimes in excess of 500 ps
were not observed, but more than half of the simulation time
involved structures with stacking interactions ranging from
200 to 500 ps. Stacking interactions in variants G and I were
much more short lived, with more than half the simulation time
involving stacking interactions of <100 ps.

Table 1 also lists the normalized root mean square (RMS)
stacking lifetime  defined as

N
T;
xX= Z

i=1

2000

where i is an index of the total number N of observed stacking
lifetimes T, The parameter y thus provides a single value
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Figure 5. Percentage of total simulation time that a particular N73 base was found in each of the four stacking quadrants (I-1V) as defined in Figure 4 and in the text.

Table 1. Contribution of stacking lifetime ranges to total simulation time and normalized RMS lifetimes % for all variants®

Variant Stacking lifetime x®
Not stacked ~ 1-100 101-200 201-500 >500

Z 1.7 8.3 24.4 0.0 65.7 370
M 2.9 6.5 9.9 51.9 28.9 319
2AA 8.7 29 8.1 21.4 59.1 329
A (wild-type) 12.3 28.3 7.0 52.5 0.0 106
TDAA 19.5 16.6 8.2 55.8 0.0 109
G 35.6 32.5 11.8 20.3 0.0 42
1 33.6 35.2 17.7 13.6 0.0 36

aStacking lifetimes and y are in ps while the contribution of stacking lifetime ranges to the total simulation time are

tabulated as percent of total simulation time.
YEquation 1 in the text.

measure of stacking propensity as the product of the RMS life-
time for non-zero lifetimes and the fraction of simulation time
exhibiting stacking.

DISCUSSION
Modeling base stacking

Studies employing high levels of electronic structure theory to
evaluate base—base stacking energies have recently begun to
appear (45-55). Such studies have been particularly useful in
identifying fundamental aspects of stacking interactions and
trends as a function of the involved bases. Thus, for instance, it
has been observed that in the gas phase purine—purine stacks

are strongest, followed by purine—pyrimidine stacks, followed
by pyrimidine—pyrimidine stacks. Florian et al. (55) showed
that this prediction continues to hold true even after inclusion
of aqueous solvation effects into the theoretical model, which
is in good agreement with available measurements (56—60).

In the full helix environment, unfortunately, it is not
practical to carry out MD simulations with quantum chemical
methods, particularly the high level methods required to
accurately calculate stacking interactions. Hobza et al. (61)
have compared results from six different classical force fields
(as well as several approximate quantum chemical schemes) to
high level stacking energies and experimental and computed
geometries and concluded that the force field of Cornell ef al.
(35) provides the best agreement with the high level data.
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These studies motivated our choice of the Cornell et al. force
field for this work.

Description of stacking behavior

One phenomenon expected to influence stacking propensity is
the electrostatic interaction between N73 and G1. The presence
of carbonyl groups in G1 makes its & system relatively electron
poor, so that stacking with purines characterized by electron-
rich m systems (i.e. purines substituted with good electron
donors, like amino groups) would be expected to be more favo-
rable. A different phenomenon involves the hydrophobicity of
N73; increased hydrophobicity will favor stacked arrangements
over non-stacked, although it is not necessarily obvious that
stacking over G1 will be preferred over C72.

Considering first the wild-type microhelix*3, the simulation
results indicate that A73 prefers to inter-strand stack over G1
for 70% of the simulation time (Fig. 5, category I). This
stacking tendency is consistent with NMR studies of micro-
helixA2, which have shown that A73 not only shares NOEs
with G1, but it also protects G1 from solvent exchange
(22,62,03). Thermodynamic measurements of AG®, iy, in
RNA indicate 3’-terminal A stacking over a G:C base pair in
general to be thermodynamically favorable (14,64). Relating
this stacking interaction to AlaRS aminoacylation activity,
Ramos and Varani have hypothesized that the A73 interaction
with the G1:C72 base pair affects the orientation of the
remaining CCA end so as to stabilize the transition state (22).

Now considering variants of A73, the 2AA73 base is
predicted by our analysis to stack over Gl with greater
frequency than the wild-type A73 base, while G73 and 173
stack with markedly lower frequency than A73 (Fig. 5); anal-
ysis of stacking lifetimes further quantifies the differences
between these variants (Table 1). The parameter 7, in particular,
indicates the variants roughly group into three categories, with
Z, M and 2AA exhibiting persistent and long-lived stacking
interactions, A and 7DAA showing shorter lived but still
significant interactions and G and I having only rare stacking
interactions.

The lifetime analysis thus provides some information about
the shape of the local potential energy surface associated with
stacking. For the cases of G73 and 173 we may infer a rather
flat surface associated with stacking/unstacking, i.e. there is
considerable flexibility in the stacking geometries.
Conversely, stacking in 2AA73 creates a structure that may be
considered to lie in a well on the potential energy surface that
has relatively steeper sides in the direction of unstacking. This
behavior can be correlated with the shape of the stacking
distributions in Figure 4. The pattern for 2AA73 stacking is a
much tighter distribution than that for 173, suggesting that 173
samples a greater volume of phase space over the course of the
simulation.

The trends for 2AA73, A73, G73 and 173 are consistent with
electrostatic interactions contributing to stacking proclivity.
Purine 2AA has the most electron-rich © system with two
substituent amino groups, A has one amino group, G includes
an electron-withdrawing carbonyl group in addition to the
amino group and I has only a carbonyl group (Fig. 2).

Although the differences in stacking behavior for the purines
are subtle, there is good precedent for such differences to have
measurable consequences. For instance, Metzger et al. (65)
found the melting temperature of a human tRNA" microhelix

to decrease when the wild-type A73 was substituted by G73,
even though NMR spectra for each variant indicated identical
conformations for the CCA ends.

Turning now to a comparison of A73 to 7DAA73, the MD
analysis finds little difference between the two with respect to
stacking interactions. This predicted insensitivity to N versus
CH at the 7 position is also observed in a comparison of Z73 to
M?73 (Fig. 5). Such results are consistent with thermodynamic
studies of dangling ends, which have found that such subtle
changes in functional groups have little effect on base—base
stacking (66).

Both M73 and Z73 are, however, predicted to stack over G1
with greater frequency than does the wild-type A73 base. The
M?73 substitution was chosen specifically because of previous
work (16) demonstrating that the increased hydrophobicity of
this analog relative to adenine contributes to enhanced purine—
purine stacking, and the present results are thus consistent with
expectations. Experimental data are not available for the
behavior of Z-containing microhelix*2, but as noted above the
similar stacking behavior of Z73 and M73 is consonant with
the similarity between A73 and 7DAAT73.

Implications for aminoacylation activity

Comparing the stacking behavior observed in the simulations
with the experimental aminoacylation activities (Fig. 2), it
appears that the variants fall into two distinct classes. Activities
have been measured for four cases where a nitrogen atom is
present at purine ring position 7, namely wild-type A73,
2AA73, G73 and 173, and the efficiency of aminoacylation
correlates with the tendency for N73 to stack over G1,1i.e. 2AA
> A > G > I (although there is only a small degree of distinction
between G and I). This suggests that enhanced stacking facili-
tates aminoacylation, consistent with the hypothesis of Ramos
and Varani (22) that the flexibility of the CCA single-stranded
region may be reduced by a strong stacking interaction
between N73 and G1. Such reduced flexibility would decrease
the entropy loss that accompanies forming the activated
complex for aminoacylation and thus lower the free energy of
activation.

The other class of data is comprised of 7DAA73 and M73,
each of these bases lacking a nitrogen atom at the heterocyclic
7 position. The simulations indicate 7DAA73 to stack over G1
in a fashion that is essentially indistinguishable from wild-type
A73, while variant M73 is predicted to have still stronger
stacking interactions. Although the relative preference for M73
to stack more strongly than 7DAA73 is reflected in the relative
activation free energies for the aminoacylation of these two
variants, both have higher activation free energies than would
be expected given the correlation between stacking and
aminoacylation in the purines noted above. We take this as an
indication that there is likely to be a direct stabilizing inter-
action between a purine N7 and the enzyme, the loss of which
accounts for the decreased activity of the deaza variants.

Such specific recognition of discriminator base functionality
in synthetase-tRNA complexes is well established. For
instance, in the co-crystal structure of yeast tRNAAP
complexed with yeast aspartyl-tRNA synthetase, active site
residues make base-specific hydrogen bonding interactions
with G73 and the first base pair (67,68). In the class II Thermus
thermophilus seryl-tRNA synthetase-tRNAS® crystal structure
Glu258 is observed directly interacting with the discriminator



base (69). Although direct recognition of purine N7 has
apparently not yet been observed for the discriminator base in
a synthetase—tRNA complex, the hydrogen bonding of N7 to
amino acid residues in other systems has been found to play
important roles in both protein—-RNA (70) and protein-DNA
recognition (71).

In the absence of a crystal structure for the AlaRS—tRNAAlR
complex, the hypothesis of specific recognition cannot
practically be tested by MD. The above analysis suggests,
however, that variant Z73 may be a particularly interesting
target for study. The presence of the N7 together with the very
strong stacking predicted from MD suggests that this variant
should be a substantially better substrate for E.coli AlaRS than
the wild-type microhelix. Experimental work to evaluate this
prediction is presently underway.

SUPPLEMENTARY MATERIAL

The Supplementary Material, available at NAR Online,
includes atom types, charges and force field parameters for
non-standard nucleic acid bases. Details for other helical
parameters analyzed to assess convergence are also provided.
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