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Abstract
Health-related discrete choice experiments (DCEs) information can be used to inform decision-making on the development, 
authorisation, reimbursement and marketing of drugs and devices as well as treatments in clinical practice. Discrete choice 
experiment is a stated preference method based on random utility theory (RUT), which imposes strong assumptions on 
respondent choice behaviour. However, respondents may use choice processes that do not adhere to the normative rationality 
assumptions implied by RUT, applying simplifying decision rules that are more selective in the amount and type of processed 
information (i.e., simplifying heuristics). An overview of commonly detected simplifying heuristics in health-related DCEs 
is lacking, making it unclear how to identify and deal with these heuristics; more specifically, how researchers might alter 
DCE design and modelling strategies to accommodate for the effects of heuristics. Therefore, the aim of this paper is three-
fold: (1) provide an overview of common simplifying heuristics in health-related DCEs, (2) describe how choice task design 
and context as well as target population selection might impact the use of heuristics, (3) outline DCE design strategies that 
recognise the use of simplifying heuristics and develop modelling strategies to demonstrate the detection and impact of 
simplifying heuristics in DCE study outcomes.

Key Points for Decision Makers 

When completing DCEs, respondents may use choice 
processes that do not adhere to random utility theory 
assumptions by applying simplifying decision rules (i.e., 
simplifying heuristics).

Ignoring the possibility of heuristics in choice models 
will likely lead to biased parameter estimates, incorrect 
claims of preferences heterogeneity and thereby, bias in 
DCE outcome measures.

Researchers can (1) plan and design their study to 
mitigate the induced use of heuristics, (2) detect the use 
of heuristics by means of a priori qualitative work and 
a posteriori data analyses and (3) estimate the effects of 
the use of heuristics on their study outcomes.
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1  Introduction

Discrete choice experiment (DCE) is globally recognised 
as a valuable instrument to measure preferences [1–4]. 
Health-related DCEs can be designed to inform decision 
making on the development, authorisation, reimbursement 
and marketing of drugs and devices as well as treatments 
in clinical practice [5–11]. This stated preference (SP) 
method allows researchers to quantify the importance of 
certain characteristics (attributes) of particular alterna-
tives, calculate willingness-to-accept risks or willingness-
to-pay for benefits, and forecast potential participation 
rates/market shares. Discrete choice experiments are based 
on random utility theory (RUT) [12–14], which imposes 
strong assumptions on respondent choice behaviour. 
Respondents are expected to use complex and rational 
decision-making processes when completing choice tasks 
[4, 15]. It is assumed that respondents evaluate all alterna-
tives and their corresponding attributes and attribute levels 
in each choice task and choose the alternative that max-
imises their utility. These behavioural premises directly or 
implicitly presume that respondents have limitless cogni-
tive resources to gather and process information, to cor-
rectly understand and interpret the choice situation and 
make choices in line with several axioms used to describe 
normative rationality (i.e., monotonicity, continuity, com-
pleteness, transitivity) [4, 16, 17].

However, decades of research in behavioural eco-
nomics and psychology has shown that the assumptions 
which underlie RUT are often violated, particularly when 
respondents are faced with complex choice problems [18, 
19]. Specifically, respondents may not always maximise 
utility, but instead use choice processes that do not adhere 
to the normative rationality assumptions by applying 
simplifying decision rules that are more selective in the 
amount and type of processed information (i.e., simpli-
fying heuristics) [18, 20–22]. This loosely corresponds 
to the concept of ‘bounded rationality,’ which states that 
respondents’ cognitive capacity limits the degree to which 
they can maximise utility and that some choices require 
the use of simplifying strategies [23, 24]. In face of time, 
attention, resource, information, and/or mental processing 
limits, respondents defer to simplifying heuristics, thereby 
partially or fully violating RUT assumptions [20].

Discrete choice experiments in health still largely 
ignore the possibility of simplifying heuristics and are 
generally designed and analysed under strict RUT assump-
tions. In health applications, DCEs are particularly vul-
nerable to the use of simplifying heuristics as they gen-
erally include complex choices and (multiple) benefit 
and risk attributes. Health risks particularly are hard to 
evaluate [25, 26], since these often-small risks can have 

a significant downside for patients when they eventuate, 
and their evaluation is loaded with emotional respond-
ent reactions and fraught decisional contexts. To support 
health policy development based on DCEs, the choice 
model should emulate what happens in practice [27, 28]. 
Hence, using choice models in health care under strict 
RUT assumptions likely compromises the realistic rep-
resentation of decision makers’ choice decisions, thereby 
negatively impacting the external validity of DCE out-
comes [27]. As a consequence, ignoring the possibility of 
heuristics in choice models, or even simply deleting ‘irra-
tional’ responses from the DCE dataset, will likely lead to 
biased preference estimates [22, 29–31], incorrect claims 
on preferences heterogeneity [32] and, ultimately, to bias 
in DCE outcome measures. Therefore, it is important that 
researchers be aware of factors that can induce heuristics 
during the design phase of a DCE and model their DCE 
data in a way that allows for heuristic choice processes. 
However, a search of the literature demonstrates the lack 
of an overview of commonly applied simplifying heuris-
tics in (health-related) DCEs. It is unclear, therefore, how 
to identify and deal with these heuristics in practice; more 
specifically, it leaves unclear how researchers might alter 
DCE design and modelling strategies to accommodate for 
the effects of heuristics.

Hence, the aim of this paper is three-fold; (1) to provide 
an overview of common simplifying heuristics in health-
related DCEs, (2) to describe how choice task design and 
context as well as target population selection might impact 
the use of heuristics, (3) to specify DCE design strategies 
that recognise the use of simplifying heuristics and model-
ling strategies to demonstrate the use and impact of sim-
plifying heuristics in DCE study outcomes. Therefore, we 
conducted an extensive scoping review drawing on literature 
(i.e., published papers and books) from various fields includ-
ing health sciences, psychology, econometrics, management 
sciences, marketing research and transportation science.

2 � Simplifying Heuristics in the Context 
of DCEs

Completing a DCE requires cognitive effort on the part of 
respondents. It follows that we should therefore consider 
what might occur when the cognitive demand we impose 
via the DCE exceeds respondents’ limited cognitive capac-
ity, since DCE respondents may employ methods or strate-
gies that reduce the effort expended to choose an alternative 
among several substitutes [33]. These methods or strategies 
which allow people to make choices more quickly, and/or 
frugally than classical utility-maximising strategies, are 
termed ‘simplifying heuristics’ [18, 20–22, 34]. The use 
of heuristics can be considered adaptive (i.e., responsive to 
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decision context), or even rational, depending on the context 
in which decisions must be made. It has been shown that 
even when ignoring information, certain heuristics do allow 
respondents to arrive at an optimal decision without allocat-
ing full effort [20]. Yet, although heuristics help individuals 
solve complex decision making in real life, their use may 
result in choices made in partial or total conflict with the 
RUT assumptions. Hence, the focus of this manuscript is to 
describe a subset of heuristics known and studied in psychol-
ogy that has relevance to DCEs [18].

Since respondents’ usage of simplifying heuristics can 
be triggered by the degree to which DCEs are cognitively 
or emotionally demanding, it can be useful to minimise fac-
tors that impose such demands when planning a DCE study 
(Sect. 3). For this, it is important to be aware of DCE charac-
teristics that are likely to induce heuristics. These character-
istics of DCEs can generally be classified into factors relat-
ing to task complexity and context effects [20]. Researchers 
should be aware that choice task simplifications can threaten 
the DCE’s external validity by abstracting choice tasks in 
such a way that they no longer represent decision problems 
in a realistic way [28]. Hence, DCE choice tasks should 
be presented in a manner compatible with real-world level 
of complexity, when applicable. Additionally, research-
ers should in general expect that all respondents may be 
inclined to use simplifying heuristics in their decision mak-
ing, regardless of their sociodemographic characteristics. 
However, certain social subgroups more often/quickly tend 
to experience choice tasks as cognitively demanding and are 
more likely to resort to heuristic decision making [35–37] 
(Sect. 4). Notably, respondent’s literacy and numeracy, as 
well as their age and education, can influence the perceived 
cognitive burden of choice tasks.

3 � DCE Characteristics That May Induce 
the Use of Simplifying Heuristics

Task complexity increases as the hypotheticality, number of 
choice tasks, attributes and alternatives of the choice tasks 
increase [38, 39]. The concept of hypothetical bias is well 
known in DCEs; the absence of constraints (i.e., real-life 
consequences) likely impacts study outcomes [40, 41] and 
may lower respondents’ engagement in the choice process. 
Without constraints, the importance of choosing the option 
with the highest utility may diminish, which in turn might 
make respondents inclined to decrease their cognitive effort 
and adapt heuristic strategies to make a choice [42, 43]. 
Additionally, the more hypothetical a DCE is for a given 
patient population, the more difficult it may be for respond-
ents to anticipate a certain state or scenario, and conse-
quently, to form a preference and make a choice (e.g., elicit 
preferences of the general population for cancer care) [44, 

45]. Lengthy choice experiments add to task complexity and 
can cause respondents to increasingly rely on simplifying 
heuristics as boredom and fatigue set in [46, 47]. In addition 
to the complexity of each individual choice task, the cumula-
tive cognitive burden over the course of the DCE should be 
considered by the researcher [46]. Increasing the number of 
attributes increases the amount of information which needs 
to be processed; this in turn increases the risks of cogni-
tive overload and can thereby induce the use of heuristics 
[20]. While a higher number of attributes has been found to 
increase respondent’s confidence in their choice [20] and 
omitting relevant attributes may cause respondents to ‘fill in 
the blanks’ or infer missing information [48–51], the DCE 
design should include alternatives that are sufficiently char-
acterised without cognitively overloading the respondent. 
Task complexity can further increase as the number of alter-
natives per choice task increases. Discrete choice experi-
ments in health generally include two to three alternatives 
per choice task [4, 10], and it has been found that respond-
ents are most likely to trade attributes across alternatives 
when presented with two alternatives per choice task (in 
unlabelled experiments) [20]. Balancing choice complexity 
and providing respondents with a sufficient range of alter-
natives, accurately capturing real-life choice contexts [52], 
enables respondents to make considered choices that capture 
trade-off behaviour [53].

Context effects pertain to information and values in the 
choice task that influence respondents’ decision-making 
process [20]. These include the similarity of alternatives, 
reference points, framing effects and unfamiliarity with the 
topic of choice. If respondents are faced with similar alter-
natives encompassing approximately equal overall utility 
scores, choice complexity increases and so may respond-
ents’ reliance on heuristics [20]. Since this is more likely 
to occur if the DCE entails restricted attribute level ranges 
[22, 54], sufficiently wide attribute level ranges that are 
reflective of the population’s preference range in the DCE 
should be considered [55]. Respondent’s perception of the 
adequacy of attribute level ranges may also be related to 
their unobserved reference points. Given that respondents 
may pick and set reference points based on any information 
or experience prior to the experiment [56], reference points 
may vary greatly between respondents and cause the use 
of heuristics [57]. Providing respondents with information 
on a reference point can keep the influence of individual 
reference points somewhat constant [58]. In addition to pre-
set reference points, individuals can also apply individual 
risk perceptions to attributes that determine how likely they 
consider themselves to fall within a certain risk category, 
which might be driven by cognitive biases, such as overcon-
fidence, availability, or illusion of control [59]. Similarly, 
positive versus negative framing of attributes (e.g., survival 
vs mortality or effectiveness vs failure rate) can induce loss 
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aversion despite conveying the same information and have 
been shown to induce the use of heuristics as well as dif-
ferent study outcomes [49, 60]. Finally, empirical evidence 
shows that cognitive burden tends to increase in DCEs with 
unfamiliar choice contexts [38], attributes [61] and attribute 
levels [22]. This effect can be accelerated in emotionally 
laden [62] and high-risk choice contexts [38], which provoke 
affective reactions and respondents’ refusal to imagine and 
trade certain attributes [63]. In such situations, respondents 
might instinctively exclude certain alternatives by attaching 
negative emotions to them based on the choice context and 
not necessarily the attribute (levels) (affect heuristic). This 
could happen, for instance, when evaluating the chance of 
hospitalisation after suffering from severe side effects due 
to treatment, which affects emotions and feelings associated 
with hospitalisation.

Overall, we recommend designing DCE choice tasks that 
are compatible with real-world level complexity (i.e., also 
mirroring the potential use of heuristics in real life) and 
avoiding the promotion of the use of heuristics as a result of 
solely choice task complexity. Researchers should upfront 
identify and pre-test elements in their DCE that might 
promote the use of heuristics and a priori plan on how to 
avoid this in their design (see Sect. 7.1) or how to accom-
modate for the likely impact in their modelling strategy (see 
Sect. 7.2).

4 � Respondent Characteristics May Induce 
the use of Simplifying Heuristics

Older age and lower education attainment have been asso-
ciated with, on average, lower health literacy skills (i.e., a 
person’s ability to understand and apply health information 
in health-related decisions [64]) in The Netherlands [65]. 
Respondents with a low education and low health literacy 
have indicated that they consider fewer DCE attributes in 
their decision making [49]. In addition, respondent’s numer-
acy has been linked to their understanding of numeric attrib-
utes (e.g., risk attributes) [66, 67]. Previous studies suggest 
that high numeracy skills improve choice consistency [53, 
68], decrease respondent’s susceptibility to framing effects 
[69] and are associated with elaborate processing techniques 
of numeric information in choice tasks, such as consider-
ing and combining numeric information [70]. In addition to 
conventional numeracy and health literacy, the related con-
cept of risk literacy affects respondents’ ability to evaluate 
and understand risk attributes [71]. For age, a bell-shaped 
distribution was found, indicating that, on average, younger 
and older respondents showed the most inconsistent choice 
behaviour in a DCE conducted in Scotland [48], although 
younger adults seem to resort to different types of heuris-
tics compared to older adults [72]. In older adults, cognitive 

aging increases the likelihood of applying simplifying strat-
egies [73, 74]. In addition, digital competencies of elderly 
(i.e., e-literacy [75]) may also impact the perceived com-
plexity of the DCE and, hence, induce heuristic strategies. 
Inconsistent choice behaviour in young adults, in contrast, 
may be driven by self-imposed time-pressure, impatience 
and rushing through the DCE [76, 77]. Choice based on the 
use of heuristics may further be exacerbated when recruiting 
participants through online panels that incentivise rapid sur-
vey completions (respondents 'speeding’ through the survey) 
[77]. Finally, language barriers for non-native speakers can 
challenge respondents’ understanding of the attributes, con-
sequently increasing perceptions of complexity, and leading 
to heuristic decision making.

For the reasons mentioned above, researchers should 
always (a) collect respondents’ socio-demographic infor-
mation (including literacy and numeracy) along with their 
choices, () be particularly alert if the aforementioned social 
groups are (over)represented in their sample, and (c) plan for 
accommodating the likely impact of the sample recruitment 
in their modelling strategy (see Sect. 7.2).

5 � Characterising Heuristics Common 
in DCEs

Although heuristics can be characterised in many ways, in 
this paper we describe them by the amount of information 
they require respondents to use and the decision process that 
respondents apply [20, 33]. Some heuristics do not require 
any of the information presented in the DCE tasks, with 
respondents deferring to a random-choice strategy or mak-
ing position-based decisions. Other heuristics enable partici-
pants to ignore part of the information presented in choice 
tasks (either alternatives and/or attributes). Finally, some 
heuristics may require processing all information presented 
but impact the decision process that respondents use to make 
a choice.

The data generation process respondents use to evaluate 
the information is described by five characteristics in this 
paper. First, heuristics differ in the way that respondents 
structure the evaluation of the information presented, which 
may be alternative-based, attribute-based or a combination. 
Second, although the usual empirical representation associ-
ated with RUT applications adopts a linear-in-parameters 
utility function, which implies compensatory evaluation, 
respondents may employ simplifying heuristics based on 
non- or semi-compensatory behaviour (e.g., excellent levels 
of some attributes are not [completely] compensated for by 
poor levels of other attributes [20]). Third, the use of cer-
tain heuristics may imply explicit exclusion of one or more 
attributes from the evaluation process. Fourth, the attrib-
ute weighting strategy employed by respondents may differ 
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across heuristics. While in some cases respondents may use 
attribute weights to make a choice, with other heuristics this 
may not be the case: e.g., a simpler strategy such as equal 
weighting of attributes, ordinally prioritising the attributes 
from ‘most important’ to ‘least important’, or no strategy 
at all may be used. Fifth, the strategy applied to evaluate 
attribute (levels) differs across heuristics and can be primar-
ily qualitative or quantitative in nature. Respondents might 
convert attribute levels into unobserved (latent) categories of 
levels, which might be qualitative or quantitative irrespective 
of whether the attribute levels are metric or categorical. For 
instance, when respondents evaluate a risk of 5%, and they 
only evaluate this as being lower than a threshold of 10%, 
the evaluation process is actually qualitative in nature, as no 
value is associated with the numbers per se.

6 � Defining Heuristics Common in DCEs

Table 1 provides an overview of heuristics most common in 
(health-related) DCEs. As noted earlier, this overview is a 
subset of heuristics known and studied in psychology [18]. 
The exclusion of a specific heuristic in no way implies that 
it does not occur empirically, only that in our judgement it 
is less likely to do so in health applications. All heuristics 
are characterised and described by means of specifications 
described in Sect. 5.

Four heuristics have been identified that have respondents 
using the full information provided in the choice task, but in 
the decision strategy they are assumed to employ processes 
that are not in line with RUT. First, reference point effects, 
also known in the health preference literature as anchoring 
and adjustment, refers to a choice process where attribute 
values in the first alternative encountered influence prefer-
ences in later choice tasks [78, 79]. In other words, the levels 
of some or all attribute(s) of the first alternative respond-
ents encounter serve as reference points for the evaluation 
of the attribute levels in all following alternatives. Although 
respondents evaluate numerical information under this heu-
ristic, they merely compare a numeric level as to whether 
it is under or over a reference point, making the evalua-
tion strategy qualitative in nature. Second, ordinal recoding 
(also known in the literature as categorisation), refers to 
the process by which respondents construct categories and 
attach qualitative labels to metric attribute levels [8, 80, 81]. 
This means that respondents no longer interpret the actual 
numerical information of attributes (e.g., risk of side effects 
expressed as 5, 10, 20%) provided in the choice task, but 
instead defer to the categorisation of the numerical values 
(e.g., low, medium, high risk of side effects). Third, when 
using the conjunctive or disjunctive heuristic, respondents 
establish a minimal acceptable cut-off point for all or key 
attributes, respectively [82]. If an alternative in a choice task 

falls below the cut-off (or above depending on cut-off defini-
tion) on any attribute (i.e., qualitative evaluation strategy) or 
particular key attributes, it is excluded as a possible option. 
Fourth, tallying implies that respondents compare all the 
attributes across the available alternatives without appreciat-
ing their relative importance [83]. Respondents simply select 
the alternative with the most ‘best’ and/or the least ‘worst’ 
attribute levels. This heuristic has several well-known vari-
ations; (1) the majority of confirming dimensions [20, 84], 
(2) equal weights [85–87] and (3) frequency of good and 
bad features [88]. These variations of tallying differ slightly 
in the process respondents use to compare attribute levels 
across alternatives. For the frequency of good and bad fea-
tures, respondents can decide to focus on only the number 
of good features within an alternative, but in contrast to the 
‘majority of confirming dimensions’ they can also decide 
based only the number of bad features, or both. Both these 
heuristics are different from the equal weights heuristic as 
they are based on categorising attribute levels into ‘good/
best’ and ‘bad’ but do not require respondents to place any 
value on these attribute levels.

We consider seven heuristics that enable participants 
to ignore part of the information presented in choice task. 
First, attribute non-attendance is a heuristic that results 
in respondents completely ignoring a certain attribute or 
attributes when evaluating the alternatives in a choice task 
[89–91], while making trade-offs across other attributes 
between alternatives. Second, attribute level non-attendance 
is an elaborated specification of the attribute non-attend-
ance heuristic, which suggests that respondents ignore a 
certain attribute or certain attributes whenever their level 
falls within a predefined range [92]. For instance, a respond-
ent might disregard the risk of side-effect attribute, unless 
it shows the highest level of side effects. Third, whenever 
respondents employ choice set formation (i.e., alternative 
screening), they eliminate entire choice alternatives based on 
certain threshold levels of particular attributes (often benefit, 
cost and risk attributes) [29, 93, 94]. To illustrate, if the risk 
of side effects in one alternative is considered unacceptably 
high, the full alternative may not be considered at all within 
its choice set, and hence cannot be chosen. After such a 
screening stage, respondents trade across the other attrib-
utes between surviving alternatives. Fourth, elimination-by-
aspect refers to a choice process where respondents exclude 
an alternative based on predefined cut-off values of selected 
attributes [95], which in essence makes this a combined 
screening and selection process. This process starts with the 
most important attribute and continues for as many other 
attributes as needed to achieve a singular alternative. This is 
different from the choice set formation heuristic where only 
a particular (set of) attribute(s) that violate the respondent’s 
cut-off values results in the full alternative being eliminated. 
Fifth, when respondents show lexicographic preferences 
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Table 1   An overview of heuristics most common in (health-related) discrete choice experiments (DCEs)

Information  
processing
(Alternative based, 
Attribute based, both)

Compensatory 
 behaviour
(Yes, partially, no)

Decision 
to exclude 
attribute(s)
(Yes, partially, 
no)

Weighting strategy
(None, ordinal  
prioritisation, equal 
weights, attribute 
weights)

Evaluation 
strategy
(Qual(itative), 
Quan(titative), 
both)

Heuristics (definition)
Heuristics that require respondents to use the full information in a choice task
Reference point effects
Values in the first 

alternative influence 
preferences in the later 
alternatives

Both Yes No Attribute weights Qual

Ordinal recoding
Respondents construct 

categories and attach 
qualitative labels to 
metric attribute levels

Both Yes No Attribute weights Qual

Conjunctive/disjunctive
A minimal acceptable 

cut-off point is estab-
lished for all or key-
attributes respectively 
If an alternative falls 
below the cut-off on 
any or the key attrib-
utes, it is excluded as a 
possible option

Alternative-based No No Equal weights Qual

Tallying
Levels of each attribute 

are compared across 
alternatives Per alterna-
tive the number of the 
‘best’ and/or ‘worst’ 
attribute levels is 
counted which leads to 
selection

Alternative-based Yes No Equal weights Both

Heuristics that enable respondents to ignore part of the information presented in choice tasks
Attribute nonattend-

ance
Respondents completely 

ignore certain attributes

Both Partially Yes Ordinal and attribute 
weights

Both

Attribute level nonat-
tendance

Respondents ignore 
attributes if their level 
falls within a certain 
range

Both Partially Partially Ordinal and attribute 
weights

Both

Choice set formation
Elimination of choice 

alternatives based on 
certain threshold levels 
for particular attributes

Attribute-based Partially Partially Ordinal and attribute 
weights

Both

Elimination-by-aspect
Excluding an alternative 

based on predefined 
cut-off values of 
selected attributes

Attribute-based No Partially Ordinal Qual
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(also referred to in literature as take-the-best [96]), they 
select alternatives based entirely on their superiority on 
one most important attribute [97, 98]. If the levels of this 
attribute overlap in the choice task, the second most impor-
tant attribute is then evaluated (i.e., qualitative evaluation 
of attributes on ordinal scale). This is an iterative process 
that is repeated until only one alternative remains. Sixth, 
dominant decision-making behaviour refers to the choice 
process where a respondent selects one attribute to be the 
most important [99, 100]. Based on the level of only this 
one attribute, an alternative is selected. If the levels of this 
attribute are equal across alternatives, a random choice is 

made. This behaviour is nothing more than a truncated lexi-
cographic decision rule employing only one attribute (which 
may vary from one respondent to another). Seventh, the final 
heuristic in this group of heuristics is satisficing. This means 
that an attribute’s aspiration levels are defined, and the first 
alternative encountered that surpasses these aspiration lev-
els is chosen [23]. For instance, if the left-most alternative 
shows satisfactory levels for all attributes, this alternative 
would be chosen without considering the other alternative(s) 
within the same choice task (although other alternative(s) 
might have more favourable attribute levels).

Table 1   (continued)

Information  
processing
(Alternative based, 
Attribute based, both)

Compensatory 
 behaviour
(Yes, partially, no)

Decision 
to exclude 
attribute(s)
(Yes, partially, 
no)

Weighting strategy
(None, ordinal  
prioritisation, equal 
weights, attribute 
weights)

Evaluation 
strategy
(Qual(itative), 
Quan(titative), 
both)

Lexicographic prefer-
ences

Selecting alternatives 
entirely based on their 
superiority on one most 
important attribute

Attribute-based No No Ordinal Qual

Dominant decision-
making behaviour

The respondent selects 
one attribute to be the 
most important Based 
on the level of only this 
attribute an alternative 
is selected

Attribute-based No No Ordinal Qual

Satisficing
“Satisficing” cut-off 

value is chosen, and 
the first alternative that 
comes to sight that sat-
isfies this cut-off point 
is chosen

Alternative-based No Partially Ordinal Qual

Heuristics that require no information of the choice task
Task non-attendance
The respondent does not 

know anything about 
the influence of the 
attributes in his/her 
utility and chooses ran-
domly or consistently 
based on the place of 
the alternative in the 
choice task

Alternative based No No None None

Reading order
Respondents display a 

preference for alterna-
tives that are placed at 
a certain spot, regard-
less of the attribute 
levels

Alternative-based No No None None
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Finally, two heuristics are identified that do not require 
respondents to use any information from the choice tasks. 
First, task non-attendance refers to choice processes when 
respondents know nothing about the influence of the attrib-
utes in his/her utility. This behaviour may be activated if 
respondents do not care about their responses or do not pay 
attention to the DCE instructions and choice task. Two vari-
ations exist within this heuristic: (1) complete ignorance, 
wherein respondents make choices randomly (i.e., all alter-
natives are equally likely) [101] and (2) flatlining, wherein 
respondents consistently choose an alternative placed at a 
certain spot of the choice task (e.g., only the alternative on 
the left or right side of the presentation format), regardless 
of the attribute levels shown in this alternative [102, 103]. 
Second, when employing the reading order heuristic, also 
known as left-right bias, respondents display a preference 
for alternatives that are placed at a certain spot dependent 
on where people start reading the presentation format (e.g., 
left side for respondents familiar with Latin-based writing 
and right side for respondents familiar with Arabic-based 
writing), regardless of the attribute levels [102, 103]. How-
ever, in contrast to flatlining, respondents do not consistently 
choose this option, instead they are merely more inclined to 
choose this particular alternative.

7 � Design and Modelling Strategies 
for Dealing with Heuristics

7.1 � Design Strategies to Reduce the Use and Impact 
of Heuristics

Designing a DCE requires researchers to balance statistical 
efficiency and the cognitive capacity of respondents, also 
referred to as response efficiency in design literature [104, 
105]. The experimental design needs to enable researchers 
to generate a set of attribute level parameters that, jointly, 
are as precise as possible, while at the same time, avoid 
overly complex choice tasks, which could induce the use of 
heuristics. Several strategies can be employed in the design 
of DCE studies that may mitigate or reduce the use of heu-
ristics potentially induced by a DCE. However, all design 
strategies come at a price, as they generally result in less 
efficient experimental designs, thus requiring larger sample 
sizes [104, 105]. Additionally, strategies that might reduce 
the usage of one particular heuristic might induce the use of 
other heuristics. Therefore, a carefully balanced approach 
needs to be determined on a case-by-case basis.

In general, DCEs should be designed according to 
good research practice guidelines [105, 106]. In doing 
so, researchers are advised to include proper educational 
materials (including comprehension question(s)) to edu-
cate respondents on the topic of their study as well as the 

attributes and attribute levels included. This explanatory 
section preferably includes one or several warm-up tasks in 
which respondents are taught how to complete a choice task 
[103]. Researchers should also provide realistic expectations 
of the amount of time it is likely to take to complete the 
survey, as well as consider the inclusion of a progress bar 
to indicate remaining time investment required throughout 
the survey.

Logical attribute ordering increases choice consistency 
and with that likely reduces the use of heuristics [107–109]. 
This would imply attributes ordered in alignment with ways 
in which respondents logically process information. To 
exemplify, one should group the mode, dose, and frequency 
of administration attributes that describe a particular medical 
treatment. To avoid order bias arising from attribute order, 
the order of groups of attributes can be randomised across 
respondents. Randomisation of the place of alternatives in a 
choice task across respondents, a test-retest or a dominance 
test might aid the identification and potentially the impact 
of task-non-attendance and left-right bias. A test-retest that 
entails respondents to be presented with an identical choice 
task twice in the survey (in which [preferably] the order 
of alternatives is shuffled) could be helpful [103]. During 
a dominance test, respondents are presented with a choice 
task in which one alternative clearly dominates the other 
alternative [102, 103]. While such measures might be of 
assistance in the identification, and potentially the impact of 
some heuristics, their ability to represent validity of the data 
in general is questioned [110]. Information display strategies 
can reduce task complexity, especially if DCEs include com-
mon-metric attributes (e.g., multiple risks). Comprehensive 
information display techniques can be applied to enhance 
respondents’ attribute understanding [25, 111]. Although 
empirical literature on the comparative efficiency of differ-
ent information display strategies (e.g., visual, numeric or 
literal) in health-related preference elicitation remains incon-
clusive as empirical evidence is lacking, combining natural 
frequencies with images shows promising results [25, 112, 
113]. For any other attributes, the use of graphics might 
induce the use of heuristics as previous studies show that 
they are associated with increased categorisation [80] and 
likely attribute nonattendance [114]. Partial profile designs, 
also known in health literature as level overlap, is a design 
strategy in which levels of one or more attributes are identi-
cal across the alternatives in a given choice task [115–118]. 
This reduces the task complexity as fewer attributes need 
to be compared across the alternatives. Specifically, this 
strategy reduces heuristics related to non-attendance and 
dominant-decision making [115–117]. Colour coding is a 
technique in which researchers use a separate colour to mark 
the categorisation of attribute levels [115, 116]. For exam-
ple, different shades of the same colour can be used for the 
different levels of side effects if those are categorical, e.g., 
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mild, moderate, severe. Highlighting is a variation to this 
where researchers simply highlight the attributes with differ-
ent levels across the presented alternatives [115, 116]. Both 
colour coding and highlighting reduce heuristics related to 
non-attendance and dominant decision making [115, 116]. 
When applying colour coding or highlighting schemes, 
researchers should be mindful to not induce the categori-
sation heuristic. On the other hand, it is possible that such 
techniques impact preference inferences by inducing atten-
tion shifts that are not preference aligned.

7.2 � Modelling Strategies to Identify the Use 
and Impact of Heuristics on DCE Study 
Outcomes

The usual modelling approach to DCE data with applica-
tion in health involves the application of a simple Multi-
nomial Logit (MNL) for data exploration, potentially with 
systematic heterogeneity of preferences through interaction 
of attributes with respondents’ socio-demographic charac-
teristics and/or stochastic error heterogeneity (aka scale het-
erogeneity) in a scaled MNL. This is usually followed by a 
(1) Latent Class model adding discrete mass stochastic pref-
erence heterogeneity to the simple MNL, perhaps with the 
addition of scale heterogeneity across classes (Scaled Latent 
Class analysis [119]); and/or a (2) Mixed Logit model, add-
ing parametric stochastic preference heterogeneity to the 
simple MNL [4, 120]. All these models reflect the same 
underlying assumptions about rational behaviour as assumed 
under RUT. In econometric data analyses, this is referred to 
as the data generation process (dgp) for the rational (utility 
maximising) decision maker.

Some heuristics can be investigated by means of basic 
data exploration methods, e.g., task non-attendance can be 
identified by simply counting the number of respondents 
always selecting either the left, middle or right alternative 
[102]. The inclusion of an alternative specific constant can 
help to identify a (tendency towards) a reading order heu-
ristic, while the inclusion of a spline function and dummy 
attributes can help to identify ordinal recoding (especially 
in cases where attribute levels have not been evenly dis-
tributed over the full attribute level range) [80]. A suitably 
extended MNL is also the simplest way to handle the sat-
isficing heuristic and reference point effects, by collecting 
augmented data concerning attribute cut-offs or reference 
points at the respondent level [31]. After eliciting cut-offs 
or reference points, they can be included in the model that 
defines a penalised utility function, i.e., penalties are given 
by the degree of violations of self-imposed cut-offs/refer-
ence points, which is then the basis for maximisation-based 
choice behaviour. This approach has the advantage in that it 
results in a standard MNL specification and can be estimated 
through any existing estimation software. It does, however, 

require researchers to assume that these quantities are exog-
enous and not changed by the information encountered in the 
DCE. Using such data exploration models enables research-
ers to identify the proportion of respondents who likely 
employed certain heuristics and with that comes an oppor-
tunity to (1) run robustness analyses comparing outcomes 
using the full dataset versus a dataset without respondents 
who showed the use of heuristics, (2) discuss whether cer-
tain DCE-related or respondent characteristics might have 
induced the use of heuristics beyond what might be expected 
in real life, and (3) discuss the possible impact of the use of 
heuristics on the conclusions drawn from the DCE.

The investigation of the presence and exact impact of 
other heuristics is more complex for several reasons. First, 
in many cases such explorations will lead to more complex 
econometric specifications than the standard utility maxim-
ising representations mentioned above. Second, the identi-
fication and modelling of the occurrence of most heuristics 
essentially requires the generalisation of the utility maximis-
ing dgp to allow for their co-existence in predicting choice 
responses; such extensions are unlikely to be built into 
standard estimation software, and thus require researchers 
to invest in development and testing of customised software. 
Third, some heuristics present especially daunting model-
ling challenges. For several heuristics, few straightforward 
paths have been identified to represent their dgp [121]. This 
is mainly the case for heuristics of which their representa-
tion requires enumeration of attribute consideration order, 
which is usually not known a priori, and requires the devel-
opment of an auxiliary model of attribute processing (e.g., 
elimination-by-aspect (e.g., [122]), lexicographical pref-
erences (e.g., [123]). These models are good examples of 
what can bedevil the translation of decision process work in 
psychology into practical econometric specifications: what 
is assumed to be known in the elaboration of the decision 
rule (e.g., attribute order) may be beyond the possibility 
(or practicality) to express in probabilistic terms. This has 
proven daunting and calls for future development efforts. 
Eliciting the order of attribute importance from respondents 
might be an opportunity to allow inferences on the use of 
these heuristics. However, computational issues are likely to 
arise as such an effort requires more complex econometric 
models at the individual level. Awaiting further develop-
ments, researchers have to rely on qualitative research to be 
able to infer whether or not such heuristics are likely to have 
impacted DCE study outcomes.

Other heuristic-specific modelling approaches do exist. 
There are two important dimensions in these modelling 
approaches, which have to do with the assumption the 
researcher makes about the process in which heuristics are 
adopted: (1) adoption is both respondent- and task-specific, 
hence can change within person over the course of the DCE, 
or (2) adoption is respondent-specific, hence constant for the 
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respondent across all encountered tasks in the DCE. Thus, 
the decision process description that must be embodied in 
the likelihood function needs to specify if heuristics are 
dependent on the evaluated choice tasks and whether adop-
tion remains constant over tasks (thereby only differs across 
respondents).

Attribute (level) non-attendance (ANA) has received rela-
tively substantial attention in health- related DCEs [30, 91, 
92, 124, 125]. When modelling this heuristic, the most com-
monly applied model assumes that the only variation to the 
utility maximising dgp is that attributes may or may not be 
employed in calculating a compensatory utility measure, and 
that ANA does not vary across tasks [30, 91, 124, 126]. This 
model allows for the possibility/likelihood that an attribute 
is used in constructing the utility measure by including an 
attribute-specific ‘attention’ parameter. If this parameter is 
unity for all attributes, all attributes are fully used and the 
model reduces to the standard MNL; if, however, one or 
more of the attributes has an ‘attention’ parameter value 
below one, the impact of the attribute is scaled downwards 
relative to the full attendance case.

Choice set formation has recently received attention in 
health DCEs [29]. In modelling this heuristic, researchers 
should account for the fact that all excluded alternatives 
due to screening necessarily have choice probabilities of 
exactly zero (these are called structural zeros) [93, 94, 127]. 
In other words, if a specific set of alternatives is presented 
to the respondent in the choice task (call this set D), but the 
respondent eliminates one or more of them (e.g., because the 
risks are not acceptable), the resulting reduced set of alter-
natives evaluated (call this C) has fewer alternatives than 
set D. The choice set formation heuristic dgp is developed 
recognising that in general the screened set C is unobserved, 
thus latent.

Modelling the conjunctive or disjunctive heuristics is pro-
posed using a two-stage decision process, like the choice-
set formation model, wherein first a subset of alternatives 
is selected from the choice task, and then an alternative 
is selected from that reduced set [128]. The alternatives 
included in the choice set are identified with an ‘indicator 
function’. If respondents applied the conjunctive rule this 
function equals one, otherwise it equals zero [128]. The con-
junctive decision rule dictates that an alternative is accept-
able only if the pre-set threshold (i.e., the smallest level of 
the attribute a respondent needs to include the alternative for 
further consideration) for all attributes is met [128]. Since 
attribute thresholds are latent, the modelling procedure 
further mimics that of the choice set formation heuristic. 
This process is the deterministic version of describing these 
heuristics, the probabilistic (and superior) procedure would 
involve formulating choice set probabilities as a function of 
the heuristics.

Latent Class analysis allows for different dgps to co-exist, 
permitting the representation and investigation of several 
heuristics (example of application in health [129], recently 
this has also been tested in Mixed Logit specification [130]). 
Note that the only extra requirement for the estimation 
software is that one be able to fix preference parameters 
to given constants within a class. Next, several examples 
using this approach will be discussed. First, to investigate 
task non-attendance (complete ignorance) a Latent Class 
model with 2 classes can be constructed where Class 1 is 
used to represent the utility maximising dgp, and Class 2 
predicts random choice by restricting all preferences to zero. 
Second, tallying can be identified by a Latent Class model 
with 2 classes, where Class 1 is used to represent the utility 
maximising dgp and Class 2 predicts tallying by restricting 
preferences to a certain constant with additions or subtrac-
tions depending upon the ‘good’ or ‘bad’ categorisations of 
the attribute. Note that this approach assumes that the attrib-
ute values have been appropriately scaled to be in the same 
range. Third, this general approach can be used to represent 
dominant decision-making behaviour: again a 2-class Latent 
Class model can be used where Class 1 is used to represent 
the utility maximising dgp and Class 2 predicts dominant 
decision-making behaviour by restricting all attributes to 
be zero except for the attribute investigated for dominant 
decision-making behaviour. Selecting attributes to be inves-
tigated for dominant decision-making behaviour can be done 
based on evidence from literature or outcomes of the qualita-
tive work preceding the attribute and level selection of the 
DCE.

This approach of defining heuristic-based latent classes 
is quite flexible and can be used to simultaneously represent 
multiple heuristics in a given data set. Instead of modelling 
one heuristic at a time besides the utility maximising class, 
it is possible to generalise the classes in a single model to 
represent multiple heuristics in one model (e.g., utility max-
imising, plus reading order, plus dominant decision-making 
behaviour). Essentially, if the original MNL model can rep-
resent the individual heuristic via a restriction on its param-
eters, a latent class can be defined to capture that hypothesis. 
The proliferation of too many classes may be problematic; 
however, if one or more of the sought heuristics do not actu-
ally exist in the data, this will lead to numerical instability 
during model estimation, even non-convergence. Removal of 
the offending class should stabilise the estimation process. 
Focus on the most likely heuristics in the context should 
guide researchers’ specification of classes. This approach, 
while quite useful, is not a ‘one size fits all’ solution since it 
is not always possible to represent a heuristic in a restricted/
constrained form of the MNL model.

Adding preference heterogeneity continues to be an 
important consideration when modelling DCE data that 
might contain heuristic-driven choices, but modelling 
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priorities for the analyst should be heuristics first, and 
preference heterogeneity second. This prioritisation will 
likely result in strong impacts on preference heterogeneity 
inferences. This is not to say that preference heterogeneity 
will somehow disappear, but rather that the impact of heu-
ristics on choices might in part already explain differences 
that would otherwise have been attributed to preference 
heterogeneity. Future research efforts are needed to under-
stand the general impact of this conditioning of preference 
heterogeneity by heuristics modelling.

8 � Concluding Remarks

For DCEs to generate useful and valid outcomes, they should 
mimic real-life choice situations as much as possible [2, 
106]. Making choices about health (care) is generally con-
sidered complex, both in real life and in DCEs. Therefore, 
preference elicitation techniques—including DCEs—are 
susceptible to the use of heuristics. This is likely not prob-
lematic unless researchers design their DCE in a way that 
induces heuristics in measurement that differ from heuristics 
used in real-life choices and/or ignore the use of heuristics in 
modelling procedures and assume choices were made under 
RUT assumptions. To date, the potential use and impact of 
heuristics in applied health-related DCEs generally is only 
alluded to in papers when discussing results and potential 
limitations. However, this manuscript shows that researchers 
are not as helpless as they might think regarding the impact 
heuristics might have on their study and study outcomes. 
Researchers can (1) plan and design their study to reduce the 
use of task-induced heuristics, (2) detect the use of heuristics 
by means of a priori qualitative work and a posteriori data 
analyses and (3) estimate the effects of the use of heuris-
tics on their study outcomes. Future DCE studies should 
report on the likelihood of heuristics being employed in their 
experiment and the potential impact of this on their study 
outcomes. Additionally, methodological research is needed 
to generate (1) further insights on how best to design a DCE 
and train respondents to prevent increased use of heuristics 
beyond their use in real-life decision making and (2) define 
appropriate and accessible modelling strategies to estimate 
the impact of the use of heuristics on study outcomes. In 
conclusion, it seems that a lot (more) can be done regarding 
heuristics in DCEs, researchers should never take shortcuts 
in modelling choice behaviour.
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