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ABSTRACT
The human gut microbiome is associated with a large number of disease etiologies. As such, it is a 
natural candidate for machine-learning-based biomarker development for multiple diseases and 
conditions. The microbiome is often analyzed using 16S rRNA gene sequencing or shotgun 
metagenomics. However, several properties of microbial sequence-based studies hinder machine 
learning (ML), including non-uniform representation, a small number of samples compared with 
the dimension of each sample, and sparsity of the data, with the majority of taxa present in a small 
subset of samples. We show here using a graph representation that the cladogram structure is as 
informative as the taxa frequency. We then suggest a novel method to combine information from 
different taxa and improve data representation for ML using microbial taxonomy. iMic (image 
microbiome) translates the microbiome to images through an iterative ordering scheme, and 
applies convolutional neural networks to the resulting image. We show that iMic has a higher 
precision in static microbiome gene sequence-based ML than state-of-the-art methods. iMic also 
facilitates the interpretation of the classifiers through an explainable artificial intelligence (AI) 
algorithm to iMic to detect taxa relevant to each condition. iMic is then extended to dynamic 
microbiome samples by translating them to movies.
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Introduction

The human gut microbial composition is associated 
with many aspects of human health (e.g.,).1–6 This 
microbial composition is often determined through 
sequencing of the 16S rRNA gene7,8 or shotgun 
metagenomics.9–11 The sequences are then clustered 
to produce Amplicon Sequence Variants (ASVs), 
which in turn are associated with taxa.12 This associa-
tion is often not species or strain specific, but rather 
resolved to broader taxonomic levels (Phylum, Class, 
Order, Family, and Genus).13,14 The sequence-based 
microbial compositions of a sample have often been 
proposed as biomarkers for diseases.15–17 Such asso-
ciations can be translated to ML (machine learning)- 
based predictions, relating the microbial composition 
to different conditions.18–21 However, multiple fac-
tors limit the accuracy of ML in microbiome studies. 
First, the usage of ASVs as predictors of a condition 
requires the combination of information at different 
taxonomic levels. Also, in typical microbiome 

experiments, there are tens to hundreds of samples 
vs thousands of different ASVs. Finally, the ASVs are 
sparse, while a typical experiment can contain thou-
sands of different ASVs. Most ASVs are absent from 
the vast majority of samples (see, for example, Supp. 
Mat. Fig. S1).

To overcome these limitations, data aggrega-
tion methods have been proposed, where the 
hierarchical structure of the cladogram (taxo-
nomic tree) can be used to combine different 
ASVs.14,22 For example, a class of phylogenetic- 
based feature weighting algorithms was pro-
posed to group relevant taxa into clades, and 
the high weights clade groups were used to 
classify samples with a random forest (RF) 
algorithm.23 An alternative method is a taxon-
omy-based smoothness penalty to smooth the 
coefficients of the microbial taxa with respect 
to the cladogram in both linear and logistic 
regression models.24 However, these simple
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models do not resolve the sparsity of the data 
and make limited use of the taxonomy.

Deep neural networks (DNNs) were proposed to 
identify more complex relationships among micro-
bial taxa. Typically, the relative ASVs vectors are 
the input of a multi-layer perceptron neural net-
work (MLPNN) or recursive neural network 
(RNN).25 However, given the typical distribution 
of microbial frequencies, these methods end up 
using mainly the prevalent and abundant microbes 
and ignore the wealth of information available in 
rare taxa.

Here, we propose to use the cladogram to trans-
late the microbiome to graphs or images. In the 
images, we then propose an iterative ordering algo-
rithm to ensure that taxa with similar frequencies 
among samples are neighbors in the image. We 
then apply Convolutional Neural Networks 
(CNNs)26 or Graph Convolutional Networks 
(GCNs)27 to the classification of such samples. 
Both CNN and GCN use convolution over neigh-
boring nodes to obtain an aggregated measure of 
values over an entire region of the input. The 
difference between the two is that CNNs aggregate 
over neighboring pixels in an image, while GCNs 
aggregate over neighbors in a graph. CNNs have 
been successfully applied to diversified areas such 
as face recognition,28 optical character recognition-

29 and medical diagnosis.30

Several previous models combined microbiome 
abundances using CNNs.31–34 PopPhy-CNN con-
structs a phylogenetic tree to preserve the relation-
ship among the microbial taxa in the profiles. The 
tree is then populated with the relative abundances 
of microbial taxa in each individual profile and 
represented in a two-dimensional matrix as a nat-
ural projection of the phylogenetic tree in R 2. 
Taxon-NN32 stratifies the input ASVs into clusters 
based on their phylum information and then per-
forms an ensemble of 1D-CNNs over the stratified 
clusters containing ASVs from the same phylum. 
As such, more detailed information on the species 
level representation is lost. Deep ensemble learn-
ing over the microbial phylogenetic tree 
(DeepEn-Phy)34 is probably the most extreme 
usage of the cladogram, since the neural network 
is trained on the cladogram itself. As such, it is fully 
structured to learn the details of the cladogram. 
TopoPhy-CNN33 also utilizes the phylogenetic 

tree topological information for its predictions 
similar to PopPhy. However, TopoPhy-CNN 
assigns a different weight to different nodes in the 
tree (hubs get higher weights, or weights according 
to the distance in the tree). Finally, CoDaCoRe35 

identifies sparse, interpretable, and predictive log- 
ratio biomarkers. The algorithm exploits a contin-
uous relaxation to approximate the underlying 
combinatorial optimization problem. This relaxa-
tion can then be optimized by using gradient 
descent.

Graph ML and specifically GCN-based graph 
classification tasks have rarely been used in the 
context of microbiome analysis,36 but may also be 
considered for microbiome-based classification. 
Graph classification methods include, among 
many others (see also),37–39 DIFFPOOL, a differ-
entiable graph pooling module that can generate 
hierarchical representations of graphs and use this 
hierarchy of vertex groups to classify graphs.40 

StructPool41 considers graph pooling as a vertex 
clustering problem. EigenGCN42 proposes a pool-
ing operator. EigenPooling is based on the graph 
Fourier transform, which can utilize the vertex 
features and local structures during the pooling 
process, and QGCN43 using a quadratic formalism 
in the last layer.

Here, we propose to directly integrate the clado-
gram and the measured microbial frequencies into 
either a graph or an image to produce gMic and 
iMic (graph Microbiome and image Microbiome). 
We show that the relation between the taxa present 
in a sample is often as informative as the frequency 
of each microbe (gMic) and that this relation can 
be used to significantly improve the quality of ML- 
based prediction in microbiome-based biomarker 
development (micmarkers) over current state-of- 
the-art methods (iMic). iMic addresses the three 
limitations stated above (different levels of repre-
sentation, sparsity, and a small number of sam-
ples). iMic and gMic are accessible at https:// 
github.com/oshritshtossel/iMic. iMic is also avail-
able as a python package via PyPI, under the name 
MIPMLP.micro2matrix and MIPMPLP.CNN2, 
https://pypi.org/project/MIPMLP/.

Three main components can be proposed to 
solve the limitations above ((1) non-uniform repre-
sentation; (2) a small number of samples compared 
with the dimension of each sample; and (3) sparsity
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of the data, with the majority of taxa present in a 
small subset of samples). Some existing methods 
contain some of the components, but no current 
method contains all of them (see Table 1 for a 
detailed comparison).

(1) Completion of missing data at a higher level, 
such that even information that is sparse at a 
fine taxonomy level is not sparse at a broad 
level. Most of the value-based methods (fully 
connected neural network (FCN), RF, logis-
tic regression (LR), and Support Vector 
Machine classifier (SVC)) use only a certain 
taxonomy level (usually genus or species) 
and do not cope with missing data at this 
level. More sophisticated methods 
(CodaCore and TaxoNN) do not complete 
missing data too. iMic (average), PopPhy- 
CNN and TopoPhy-CNN (sum) use the 
phylogenetic tree structure to fill in missing 
data at a broad taxonomy level. DeepEn-Phy 
completes the missing taxa by building 
neural networks between the fine and coarse 
levels in the cladogram.

(2) The incorporation of rare taxa. The log trans-
form ensures that even rare elements are taken 
into account. The relative abundance of the 
microbiome is practically not affected by rare 
taxa which can be important.44,45 Log-trans-
form can be applied to the input of most of the 
models, as can be seen in our implementation 
of all the basic models. However, none of the 
structure-based methods except for iMic and 
gMic works with the logged values (see again 
Table 1).

(3) Smoothing over similar taxa to ensure that 
even if some values are missing, they can be 
completed by their neighbors. This is obtained 
in iMic by the combination of the CNN and the 
ordering, reducing the sensitivity to each 
taxon. Either ordering or CNN by themselves 
is not enough to handle the sparsity of the 
samples. Multiple CNN-based methods have 
been proposed. However, none of the methods 
besides iMic reorder the taxa such that more 
similar taxa will be closer. Note that other 
solutions that would do similar smoothing 
would probably get the same effect.

Table 1. Different approaches to the microbiome ML limitations discussed in the introduction.

Model
Completing missing data at 

higher level
Rare elements are taken into 

account
Smoothing over 
similar taxa CNN Smoothing over similar taxa ordering

iMic V V V V
Cladogram of averages Log transform Dendrogram ordering, such that similar sister taxa 

are closer in the image
gMic+v X V V X

Log transform GCN
gMic X X V X

No use of values No use of values GCN
PopPhy- 

CNN
V X V X

Cladogram of sums Relative abundances No ordering
TopoPhy- 

CNN
V X V X

Cladogram of sums Relative abundances Higher 
weight for hubs

No ordering

DeepEn- 
Phy

NN from each lower level to the 
higher level

X V, GCN X

CoDaCoRe X V X X
Log transform

TaxoNN X X V X
1-dimensional CNN

FCN X V X X
If log transform is applied to 

the input
RF X V X X

If log transform is applied to 
the input

LR X V X X
If log transform is applied to 

the input
SVC X V X X

If log transform is applied to 
the input
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Results

ML nomenclature

In order to facilitate the understanding of the more 
ML oriented terms in the text, we here provide a 
short description of the main ML terms used in the 
manuscript.

● Model is the mathematical relation between any 
input (in our case microbiome ASVs) and the 
appropriate output (in our case the class of the 
sample/the phenotype). In ML, the model 
usually contains a set of parameters called 
weights, and the ML trains the model by finding 
the weights that for which the model is in best 
agreement with the relation between the input 
and output in the “Training set”.

● Training set The part of the data used to train 
the model. The quality of the fit between the 
input and output data on the training set is not 
a good measure of the quality of the model, 
since it may be an “overfit”.

● Overfitting A problem occurring when a model 
produces good results on data in the training set 
(usually due to too many parameters), but pro-
duces poor results on unseen data.

● Validation set is a separate set from the 
training set that is used to monitor, but is 
not used for the training process. This set 
can be used to optimize some parts of the 
learning process including setting the 
“hyperparameters”.

● Model hyperparameters are adjustable 
values that are not considered part of the 
model itself in that they are not updated 
during training, but which still have an 
impact on the training of the model and 
its performance. To ensure that those are 
not fitted to maximize the test set perfor-
mances, the hyperparameters are optimized 
using an internal validation set.

● Test set Data used to test the model that is 
not used for either hyperparameter optimi-
zation or the training. The quality esti-
mated on the test set is the most accurate 
estimate of the accuracy.

● 10-Fold Cross-Validation (referred to as 
10 CVs) is a resampling procedure used to 
evaluate machine learning models on a 
limited data sample. The data is first parti-
tioned into 10 equally (or nearly equally) 
sized segments or folds. Subsequently, 10 
iterations of training and validation are 
performed such that within each iteration 
a different fold of the data is held-out for 
validation while the remaining nine folds 
are used for training.

● Receiver Operating Characteristic Curve 
(ROC) is a graph showing the performance 
of a classification model at all classification 
thresholds. This curve plots two para-
meters: True Positive Rate (TPR = is the 
probability that an actual positive will test 
positive). False Positive Rate (FPR = the 
probability that an actual negative will 
test positive).

● Area under the ROC curve (AUC) is a single 
scalar value that measures the overall perfor-
mance of a binary classifier. The AUC value is 
within the range [0.5–1.0], where the mini-
mum value represents the performance of a 
random classifier and the maximum value 
would correspond to a perfect classifier (e.g., 
with a classification error rate equivalent to 
zero). It measures the area under the ROC 
curve we define above.

Cladogram contributes to ML performance

Our main hypothesis is that the cladogram of a 
microbiome sample is by itself an informative bio-
marker of the sample class, even when the frequency

Table 2. Table of datasets.
Dataset Tag Case Control Origin Species Reference

IBD CD or UC 137 120 Stool 70 46

CD 94 163
Cirrhosis Cirrhosis 68 62 Stool 794 47

Allergy Milk 74 200 Stool 881 5

Nuts 53 221
Peanut 79 195

CA Caucasian 96 104 Vagina 151 48

MF Male 98 82 Stool 907 47

Ravel High Nugent score 97 245 Vagina 530 48
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of each microbe is ignored. To test this, we analyzed 
six datasets with nine different phenotypes (Table 2 
and Methods). We used 16S rRNA gene sequencing 
to distinguish between pathological and control 
cases, such as Inflammatory bowel disease (IBD), 
Crohn’s disease (CD), Cirrhosis, and different food 
allergies (milk, nut, and peanut), as well as between 
subgroups of healthy populations by variables such 
as ethnicity and sex.

We preprocessed the samples via the MIPMLP 
pipeline.49 We merged the features of the species 
taxonomy using the Sub-PCA method that per-
forms a PCA (Principal component analysis) pro-
jection on each group of microbes in the same 
branch of the cladogram (see Methods). Log nor-
malization was used for the inputs of all the mod-
els. When species classification was unknown, we 
used the best-known taxonomy. Obviously, no 
information about the predicted phenotype was 
used during preprocessing.

Before comparing with state-of-the-art methods, 
we tested three baseline models. One was an ASV 
frequency-based naive model using a two-layer, 
fully connected neural network (FCN), and two 
homemade models also considering the clado-
gram’s structure gMic and gMic+v. We then com-
pared to the previous state-of-the-art using 
structure, PopPhy,31 followed by one or two con-
volutional layers.

We trained all the models on the same datasets, 
and optimized hyperparameters for the baseline 
models using an NNI (Neural Network 
Intelligence)50 framework on 10 CVs (cross-valida-
tions) of the internal validation set. We measured 
the models’ performance by their Area Under the 
Receiver Operator Curve (AUC). The best hyper-
parameters of our models’ were optimized using 
the precise same setting.

To show that the combination of the ASV 
counts of each taxon through the cladogram is 
useful, we first propose gMic. We created a cla-
dogram for each dataset whose leaves are the 

preprocessed observed samples (each at its 
appropriate taxonomic level) (Figure 1a). The 
internal vertices of the cladogram were popu-
lated with the average over their direct descen-
dants at a finer level (e.g., for the family level, we 
averaged over all genera belonging to the same 
family). The tree was represented as a graph. 
This graph was used as the convolution kernel 
of a GCN, followed by two fully-connected layers 
to predict the class of the sample. We denote the 
resulting algorithm gMic (graph Microbiome). 
We used two versions of gMic: In the simpler 
version, we ignored the microbial count and the 
frequencies of all existing taxa were replaced by a 
value of 1 (Figure 1a), and only the cladogram 
structure was used. In the second version, gMic 
+v, we used the normalized taxa frequency 
values as the input (see Methods).

We trained 10 different models on different 
training partitions of the dataset, and for each 
model computed the AUC on the appropriate test 
set (a separate held-out test). Then we compared 
the average AUC (of the separate held-out test set 
over the 10 partitions) of gMic and gMic+v to the 
state-of-the-art results on the same datasets 
(Figure 1c). The AUC, when using only the struc-
ture in gMic was similar to one of the best naive 
models using the ASVs’ frequencies as tabular data 
(see Figure 1c). When combined with the ASVs’ 
frequencies, gMic+v outperformed existing meth-
ods in 4 out of 9 datasets by 0.05 on average (see 
Table 4 and Figure 1c).

While gMic captures the relation between simi-
lar taxa, it still does not solve the sparsity problem. 
We thus suggest using iMic for a different combi-
nation of the relation between the structure of the 
cladogram and the taxa’s frequencies into an image 
and applying CNNs on this image to classify the 
samples (Figure 1b).

iMic is initiated with the same tree as gMic, but 
then instead of a GCN, the cladogram with the means 
in the vertices is projected to a two-dimensional

Table 3. Sequential datasets details.
Dataset Tag Case Control Species Range # of time steps Ref

Diabimmune Milk 53 150
Peanut 9 194
Egg 40 163
All 72 131 87 1–33 75

DiGiulio case-control study Preterm 11 29 321 3–158 76
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Figure 1. iMic’s and gMic’s architectures and AUCs. (a) gMic+v architecture: We position all observed taxa in the leaves of the 
taxonomy tree (cladogram), and set their value to the preprocessed frequency to each leaf. Each internal node is the average of its 
direct descendants. These values are the input to a GCN layer with the adjacency matrix of the cladogram. The GCN layer is followed by 
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matrix with eight rows (the number of taxonomic 
levels in the cladogram), and a column for each leaf.

Each leaf is set to its preprocessed frequency at the 
appropriate level and zero at the finer level (so if an 
ASV is at the genus level, the species level of the same 
genus is 0). Values at a coarser level (say at the family 
level) are the average values of the level below (a finer 
level-genus). For example, if we have three genera 
belonging to the same family, at the family level, the 
three columns will receive the average of the three 
values at the genus level (Figure 1b step 3).

As a further step to include the taxonomy in the 
image, columns were sorted recursively, so that taxa 
with more similar frequencies in the dataset would be 
closer using hierarchical clustering on the frequencies 
within a subgroup of taxa. For example, assume three 
sister taxa, taxona, taxonb, and taxonc, the order of 
those three taxa in the row is determined by their 
proximity in the Dendrogram based on their frequen-
cies (see Methods).

The test AUC of iMic was significantly higher 
than the state-of-the-art models in 6 out of 9 
datasets by an average increase in AUC of 0.122 
(Table 4 and Figure 1c). Specifically, in all the 
datasets that were tested, iMic had a signifi-
cantly higher AUC than the 2 PopPhy models 
by 0.134 on average (corrected p-value > 0:001 
of two-sided T-test). For similar results on shot-
gun metagenomics datasets see Supp. Mat. 
Fig. S3.

iMic can also be applied to several different cohorts 
together. We used four different IBD cohorts, referred 
as IBD1.,46 IBD2,51 IBD3,52 IBD453 Three of the 
cohorts were downloaded from.54 Some of the data-
sets had no information at the species taxonomic level. 
Therefore, all the iMic images were created by the 
genus taxonomic level. Two learning tasks were 
applied: The first was a Leave One Dataset Out 
(LODO) task, where iMic was trained on three 
mixed cohorts and one cohort was left for testing. 
The second task was mixed learning based on the 
four cohorts. The LODO approach slightly reduced 
iMic’s accuracy, but still had high accuracy (AUC of 
0.745 for the LODO IBD1, 0.659 for the LODO IBD2, 
0.7 for the LODO IBD3, and 0.63 for the LODO 
IBD4). We also tested a mixed-learning setup where 
all datasets were combined with a higher AUC of 0.82  
± 0.01.

Often, non-microbial features are available beyond 
the microbiome. Those can be added to iMic by con-
catenating the non-microbial features to the flattened 
microbial output of the last CNN layer before the fully 
connected (FCN) layers. Adding non-microbial fea-
tures even further improves the results of iMic when 
compared to a model without non-microbial features. 
Moreover, the incorporation of non-microbial fea-
tures (such as sex, HDM, atopic dermatitis, asthma, 
age, and dose of allergen in the Allergy learning) leads 
to a higher accuracy than their incorporation in stan-
dard models (Table 5).

two fully connected layers with binary output. (b) iMic’s architecture: The values in the cladogram are as in gMic+v. The cladogram is 
then used to populate a 2-dimensional matrix. Each row in the image represents a taxonomic level. The order in each row is based on a 
recursive hierarchical clustering of the sample values preserving the structure of the tree. The image is the input of a CNN followed by 
2 fully connected layers with binary output. (c) Comparison between model performance: The average AUC is measured on the 
external test set on nine different phenotypes. Each subplot is a phenotype. The stars represent the significance of the p-value (after 
Benjamini Hochberg correction) on the external test set. If there were differences in the significance on the 10 CVs and the external 
test set, the different corrected p-value of the 10 CVs is reported in brackets, *-p � 0:05, **-p � 0:01, ***-p � 0:001. For the parallel 
results of 10 CVs see Supp. Mat. Fig. S2. The rightmost set of plots is the baseline. The green bars are the current best baseline. The 
light blue bar to the right is the best baseline obtained using the MIPMLP. The central pink bars are the iMic AUC using either a one or 
two-dimensional CNN. The leftmost bars are for gMic (either gMic or gMic+v). We also added the iMic results to allow for a 
comparison.

Table 4. 10 CVs mean performances with standard deviation on external test sets; the std is the std among CV folds.
iMic-CNN2 iMic-CNN1 gMic +v gMic FCN PopPhy-CNN11 PopPhy-CNN2

IBD 0.961 ± 0.000 0.960 ± 0.000 0.956 ± 0.02 0.958 ± 0.014 0.94 ± 0.00 0.863 ± 0.02 0.834 ± 0.03
CD 0.931 ± 0.006 0.928 ± 0.000 0.936 ± 0.018 0.870 ± 0.023 0.807 ± 0.00 0.716 ± 0.03 0.751 ± 0.016
Ravel 0.946 ± 0.01 0.940 ± 0.000 0.977 ± 0.004 0.959 ± 0.006 0.965 ± 0.01 0.894 ± 0.00 0.898 ± 0.007
Cirrhosis 0.924 ± 0.01 0.896 ± 0.000 0.827 ± 0.013 0.847 ± 0.018 0.832 ± 0.03 0.633 ± 0.01 0.536 ± 0.09
Milk allergy 0.704 ± 0.03 0.704 ± 0.04 0.667 ± 0.104 0.707 ± 0.04 0.710 ± 0.03 0.557 ± 0.04 0.522 ± 0.05
Nut allergy 0.640 ± 0.01 0.659 ± 0.007 0.541 ± 0.081 0.499 ± 0.053 0.513 ± 0.05 0.599 ± 0.08 0.511 ± 0.05
Peanut allergy 0.588 ± 0.03 0.580 ± 0.03 0.535 ± 0.03 0.549 ± 0.073 0.575 ± 0.0 0.539 ± 0.02 0.541 ± 0.05
MF 0.641 ± 0.06 0.645 ± 0.06 0.446 ± 0.04 0.450 ± 0.054 0.51 ± 0.102 0.520 ± 0.06 0.527 ± 0.06
CA 0.681 ± 0.001 0.656 ± 0.01 0.507 ± 0.067 0.544 ± 0.144 0.535 ± 0.07 0.592 ± 0.04 0.610 ± 0.04
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iMic best copes with the ML challenges above

As mentioned, microbiome-based ML is hindered by 
multiple challenges, including several representation 
levels, high sparsity, and high dimensional input vs a 
small number of samples. iMic simultaneously uses 
all known taxonomic levels. Moreover, it resolves 
sparsity by ensuring ASVs with similar taxonomy 
are nearby and averaged at finer taxonomic levels. 
As such, even if each sample has different ASVs, there 
is still common information at finer taxonomic levels. 
Using perturbations on the original samples, we 
demonstrate that iMic copes with each of these chal-
lenges better than existing methods.

● High sparsity. The microbiome data is extremely 
sparse with most of the taxa absent from most of 
the samples (see Supp. Mat. Fig. S1). iMic CNN 
averages over neighboring taxa. As such, even in 
the absence of some taxa, it can still infer their 
expected value from their neighbors. We define 
the initial sparsity rate of the data as the fraction 
of zero entries from the raw ASVs. The least 
sparse data was the Cirrhosis dataset (72%), fol-
lowed by IBD, CD, CA, Ravel, and MF (all with a 
sparsity of 96%). The sparsest dataset was Allergy 
(98%) which was not used in the sparsity analy-
sis. We randomly zeroed entries to reach the 
required simulated sparsities (75, 80, 85, 90, and 
95% for the Cirrhosis dataset) and (97, 98, and 
99% for the others). iMic had the highest AUC 
and the least decrease in AUC when compared to 
other models (Fig. 2a–c). iMic is also significantly 
(after Benjamini Hochberg correction) more 
stable than gMic+v ðp-value < 0:05Þ. The results 
are similar for the other datasets (Supp. Mat. 
Fig. S5 and S6 for parallel results on the 10 CVs 
Supp. Mat. Fig. S9). The differences between iMic 
and all the other models in the AUC and in the 
decrease in AUC are also significant (after 

Benjamini Hochberg correction) in CD, CA, 
Cirrhosis and MF ðp-value < 0:05Þ.

● High dimensional input vs a small number of 
samples. By using CNNs with strides on the 
image microbial input, iMic reduces the model’s 
number of parameters in comparison to FCNs. 
iMic’s stability when changing the size of the 
training set was measured by reducing the train-
ing set size and measuring the AUC of iMic as 
well as the naive models (RF, SVC, LR and FCN). 
iMic was significantly (after Benjamini Hochberg 
correction) the most stable model ðp-value 
< 0:05Þ in CA, CD, Cirrhosis, MF, and Allergy, 
among the models that succeeded to learn (base-
line AUC > 0:55Þ as measured by the difference 
between the AUC of the reduced model and the 
baseline model, Figure 2 d-f. For the results on 
the other datasets as well, see Supp. Mat. Fig. S7 
and S8 for parallel results on the 10 CVs Fig. S10.

● Several representation levels. iMic uses all taxo-
nomic levels by adding the structure of the cla-
dogram and translating it into an image. iMic 
further finds the best representation as an image 
by reordering the columns of the rows using 
Dendrogram clustering while maintaining the 
taxonomy structure. We confirmed that the reor-
dering of sister taxa according to their similarity 
improves the performance in the classification 
task. The average AUCs of all the datasets are 
significantly higher (after Benjamini Hochberg 
correction) with taxa ordering vs no ordering 
ðp-value < 0:001Þ (Figure 2g).

Classifier interpretation

Beyond its improved performance, iMic can be used 
to detect the taxa most associated with a condition. 
We used Grad-Cam (an explainable AI platform)55 

to estimate the part of the image used by the model

Table 5. Features can be added to iMic’s learning. Average AUCs of iMic-CNN2 with and without non-microbial features as well as 
average results of naive models with non-microbial features. The results are the average AUCs on an external test with 10 CVs � their 
standard deviations (stds).

iMic-CNN2 + non -microbial iMic-CNN-only micro RF+ non-microbial SVC + non-microbial LR + non-microbial FCN + non-microbial

Milk allergy 0:750� 0:04 0:704� 0:03 0:546� 0:03 0:478� 0:04 0:600� 0:03 0:661� 0:04
Nut allergy 0:680� 0:02 0:640� 0:01 0:630� 0:03 0:661� 0:02 0:603� 0:02 0:570� 0:03
Peanut allergy 0:633� 0:04 0:588� 0:03 0:582� 0:05 0:493� 0:05 0:427� 0:06 0:532� 0:07
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Figure 2. iMic copes with the ML challenges above better than other methods. (a) Average test AUC (over 10 CVs) as a function of the 
different sparsity levels, where the first point is the AUC of the original sparsity level (72%, “baseline”) on the Cirrhosis dataset. iMic has 
the highest AUCs for all simulated sparsity levels (purple line). The error bars represent the standard errors. (b) Average change in AUC 
(AUC – baseline AUC) as a function of the sparsity level on the Cirrhosis dataset. (c) Overall average in AUC change in all the other 
datasets apart from Cirrhosis. (d) Average AUC as a function of the number of samples in the training set (Cirrhosis dataset). The error 
bars represent the standard errors of each model over the 10 CVs. (e) Average change in AUC (AUC – baseline AUC) as a function of the 
percent of samples in the training set. (f) Overall average AUC change over all the algorithms that managed to learn (baseline AUC 
> 0:55Þ as a function of the percent of samples in the training set. (g) Importance of ordering taxa. The x-axis represents the average 
AUC over 10 CVs and the y-axis represents the different datasets used. The deep purple bars represent the AUC on the images without 
taxa reordering, while the light purple bars represent the AUC on the images with the Dendrogram reordering with standard errors. All 
the differences between the AUCs are significant after Benjamini Hochberg correction ðp-value < 0:001Þ. All the AUCs are calculated 
on an external test set for each CV. Quite similar results were obtained on the 10 CVs.
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to classify each class.56 Formally, we estimated the 
gradient information flowing into the first layer of 
the CNN to assign importance and averaged the 
importance of the pixels for control and case groups 
separately (Figure 3 for the CD dataset, where we 
identify microbes to distinguish patients with CD 
from healthy subjects, and Supp. Mat. Fig. S11 - S13 
for another phenotype). Interestingly, the CNN is 
most affected by the family and genus level (fifth 
row and sixth row in Figure 3). It used different 
taxa for the case and the control (see Figure 3c,d). 
To find the microbes that most contributed to the 
classification, we projected the computed Grad-Cam 
values back to the cladogram (Figure 3a,b). In the CD 
dataset, Proteobacteria are characteristic of the CD 
group, in line with the literature. This phylum is 
proinflammatory and associated with the inflamma-
tory state of CD and overall microbial dysbiosis.57 

Also in line with previous findings is the family 
Micrococcaceae associated with colonial CD58 and 
even with mesenteric adipose tissue microbiome in 
CD patients.59 The control group was characterized 
by the family Bifidobacteriaceace, known for its anti- 
inflammatory properties, pathogen resistance, and 
overall improvement of host state,60,61 and by 
Akkermansia, which is a popular candidate in the 
search for next-generation probiotics due to its ability 
to promote metabolism and the immune function.62

To test that the significant taxa contribute to the 
classification, we defined “good columns” and “bad 
columns”. A “good column” is defined as a column 
where the sum of the averaged Grad-Cam in the case 
and control groups is in the top k percentiles, and a 
“bad column” is defined by the lowest k percentiles. 
When removing the “good columns”, the test AUC 
was reduced by 0.07 on average, whereas when the 
“bad columns” were removed, the AUC slightly 
improved by 0.006 (Figure 3e–f; for all the other 
datasets, see Supp. Mat. Fig. S14).

Sensitivity analysis

To ensure that the improved performance is not 
the result of hyperparameter tuning, we checked 
the impact on the AUC of fixing all the hyperpara-
meters but one and changing a specific hyperpara-
meter by increasing or decreasing its value by 
10–30%. The difference between the AUC of the 
optimal parameters and all the varied 

combinations is low with a range of 
0:03þ = � 0:03 (Supp. Mat. Fig. S15), smaller 
than the increase in AUC of iMic compared to 
other methods.

Temporal microbiome

iMic translates the microbiome into an image. One 
can use the same logic and translate a set of 
microbes to a movie to classify sequential micro-
biome samples. We used iMic to produce a 2- 
dimensional representation for the microbiome of 
each time step and combined those into a movie of 
the microbial images (see Supp. Mat. for such a 
movie). We used a 3D Convolutional Neural 
Network (3D-CNN) to classify the samples. We 
applied 3D-iMic to two different previously studied 
temporal microbiome datasets (Table 3), compar-
ing our results to the state-of-the-art – a one- 
dimensional representation of taxon-NN 
PhyLoSTM.63 The AUC of 3D-iMic is significantly 
higher after Benjamini Hochberg correction 
(p � value< 0:0005) than the AUC of PhyloLSTM 
over all datasets and tags (Figure 4b).

To understand what temporal features of the 
microbiome were used for the classification, we 
calculated again the heatmap of backwards gradi-
ents of each time step separately using Grad-Cam. 
We focused on CNNs with a window of 3-time 
points, and represented the heatmap of the con-
tribution of each pixel in each time step in the R;
G; and B channels, producing an image that com-
bines the cladogram and time effects and pro-
jected this image on the cladogram. We used this 
visualization on the DiGiulio case-control study 
of preterm and full-term neotnates’ microbes, and 
again projected the microbiome on the clado-
gram, showing the RGB representation of the con-
tribution to the classification. Again, 
characteristic taxa of preterm infants (Figure 4c, 
e) and full-term infants (Figure 4d,f) were in line 
with previous research. Here preterm infants were 
characterized by TM7, common in the vaginal 
microbiota of women who deliver preterm.3,64 

Staphylococci have also been identified as the 
main colonizers of the pre-term gut.65,66 Full- 
term infants were characterized by a number of 
Fusobacteria taxa. Bacteria of this phylum are 
common at this stage of life.67

10 O. SHTOSSEL ET AL.
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Figure 3. Interpretation of iMic’s results. (a, b) Cladogram projections: To visualize the taxa contributing to each class, the healthy class 
(a) and the CD class (b), we projected the most significant microbes back on the cladogram. The purple points on the cladograms 
represent taxa that are in the top decile of the gradients. The taxa in bold are important taxa that are consistent with the literature. (c, 
d) Grad-Cam images: Each image represents the average contribution of each input value to the gradients of the neural network back- 
propagation, as computed by the Grad-Cam algorithm. We put the Grad-Cam after the first CNN layer. The results presented here are 
from the CD dataset. (c) represents the average gradients for the healthy subjects of the cohort and (d) represents the average 
gradients for the CD subjects. The color reflects the average values of the gradients, such that the blue colors represent low gradients, 
and the yellow colors represent the high gradients, using the ‘viridis’ colormap. The differences between the two heatmaps represent 
the contribution of different taxa to the prediction of different phenotypes. Note that the main contribution to the classification is at 
the genus and family level (rows 6 and 5). Similar results were obtained for the other datasets (Fig. S11 in Supp. Mat.) (e-h). 
Interpretation tests on the CD dataset (e), the IBD dataset (f), the Cirrhosis dataset (g), and the Ravel dataset (h). Average AUC values 
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Discussion

The application of ML to microbial frequencies, 
represented by 16S rRNA or shotgun metagenomics 
ASV counts at a specific taxonomic level is affected 
by three types of information loss – ignoring the 
taxonomic relationships between taxa, ignoring 
sparse taxa present in only a few samples, and ignor-
ing rare taxa (taxa with low frequencies) in general.

We have first shown that the cladogram is highly 
informative through a graph-based approach named 
gMic. We have shown that even completely ignoring 
the frequency of the different taxa, and only using 
their absence or presence can lead to highly accurate 
predictions on multiple ML tasks, typically as good 
or even better than the current state-of-the-art.

We then propose an image-based approach named 
iMic to translate the microbiome to an image where 
similar taxa or proximal are close to each other and 
apply CNN to such images to perform ML tasks. We 
have shown that iMic produces higher precision pre-
dictions (as measured by the test set AUC Figure 1c 
and Supp. Mat. Fig. S4) than current state-of-the-art 
microbiome-based ML on a wide variety of ML tasks. 
We then have further shown that iMic is less sensitive 
to the limitations above. Specifically, iMic is less sen-
sitive to the rarefaction of the ASV in each sample. 
Removing random taxa from samples had the least 
effect on iMic’s accuracy in comparison to other 
methods. Similarly, iMic is most robust to the 
removal of full samples. Finally, iMic explicitly incor-
porates the cladogram. Removing the cladogram 
information reduces the classification accuracy. iMic 
also improves the state-of-the-art in microbial 
dynamic prediction (phyLoSTM) by treating the 
dynamic microbiome as a movie and applying 3D- 
CNNs. We found that a typical window of three 
snapshots was enough to extract the information 
from dynamic microbiome samples.

An important advantage of iMic is the produc-
tion of explainable models. Moreover, treating the 
microbiome as images opens the door to many 

vision-based ML tools, such as: transfer learning 
from pre-trained models on images, self-supervised 
learning, and data augmentation. Combining iMic 
with an explainable AI methodology highlights 
microbial taxa associated with a group with differ-
ent phenotypes. Those are in line with relevant taxa 
previously noted in the literature.

While iMic handles many limitations of existing 
methods, it still has important limitations and arbi-
trary decisions. iMic orders taxa by hierarchically 
using the cladogram, and within the cladogram, 
based on the similarity between the counts among 
neighboring microbes. This is only one possible 
clustering method and other orders may be used 
that may further improve the accuracy. Also, we 
used a simple network structure; however, much 
more complex structures could be used. Still iMic 
shows that the detailed incorporation of the struc-
ture is crucial for microbiome-based ML.

Other limitations of iMic include: A) While iMic 
improves ML, it does not produce a distance metric, 
and we will attempt to develop one. B) It learns on 
the full dataset and does not directly define specific 
single microbes linked to the outcome. This is 
addressed by applying explainable AI methods (spe-
cifically Grad-Cam) to the iMic results. C) As is the 
case for any ML, it does not provide causality. Still 
composite biomarkers, based on a full microbiome 
repertoire are possible.

The development of microbiome-based biomar-
kers (micmarkers) is one of the most promising 
routes for easy and large-scale detection and predic-
tion. However, while many microbiome-based pre-
diction algorithms have been developed, they suffer 
from multiple limitations, which are mainly the 
result of the sparsity and the skewed distribution of 
taxa in each host. iMic and gMic are important steps 
in the translation of microbiome samples from a list 
of single taxa to a more holistic view of the full 
microbiome. We are now developing multiple 
microbiome-based diagnostics, including a

over 10 CVs on the external test set. The x-axis represents the fraction of removed columns. The dark bars represent the performance 
when all of the columns with Grad-Cams values lower than this fraction have been removed and the light bars represent the 
performance when the columns with scores above this fraction have been removed. The black line represents the average AUC over 
10 CVs of the original model with all the input columns. Results from the other datasets were similar, see Supp. Mat Fig. S11. Removing 
the top scoring columns always reduced the performance. Removing the bottom scoring columns increases or does not change the 
AUC.
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prediction of the effect of the microbiome composi-
tion on Fecal Microbiota Transplants (FMT 
outcomes).68 We have previously shown that the 
full microbiome (and not specific microbes) can be 
used to predict pregnancy complications.69 We pro-
pose that either the tools developed here or tools 
using the same principles can be used for high- 
accuracy clinical microbiome-based biomarkers.

Methods

Preprocessing

We preprocessed the 16S rRNA gene sequences of 
each dataset using the MIPMLP pipeline.49 The pre-
processing of MIPMLP contains four stages: mer-
ging similar features based on the taxonomy, scaling 
the distribution, standardization to z-scores, and 
dimension reduction. We merged the features at 
the species taxonomy by Sub-PCA before using all 
the models. We performed log normalization as well 
as z-scoring on the patients. No dimension reduc-
tion was used at this stage. For the LODO and mixed 
predictions of the IBD datasets, the features were 
merged into the genus taxonomic level, since the 
species of 3 of the cohorts were not available.

All models preprocessing
Sub-PCA merging in MIPMLP. A taxonomic level 
(e.g., species) is set. All the ASVs consistent with 
this taxonomy are grouped. A PCA is performed 
on this group. The components which explain 
more than half of the variance are added to the 
new input table. This was applied for all models 
apart from the PopPhy models.31

Log normalization in MIPMLP. We logged (10 
base) scale the features element-wise, according to 
the following formula: 

xi;j ! logðxi;jþ 2Þ; (1) 

where 2 is a minimal value ð¼ 0:1Þ to prevent log 
of zero values. This was applied for all models apart 
from the PopPhy models.

PopPhy preprocessing
Sum merging in MIPMLP. A level of taxonomy 
(e.g., species) is set. All the ASVS consistent with 
this taxonomy are grouped by summing them. This 
was applied to the PopPhy models.

Relative normalization in MIPMLP. To normalize 
each taxon through its relative frequency: 

xi;j ¼
xi;j

Pn
k¼1 xk;j

; (2) 

we normalized the relative abundance of each taxon j 
in sample i by its relative abundance across all n 
samples. This was applied only to the PopPhy models.

Current methods

We compared gMic and iMic models’ results to six 
current methods: ASV frequency two layers fully 
connected neural network (FCN). The FCN was 
implemented via the pytorch lightening platform.70 

Other simple popular value-based approaches are: 
Random Forest (RF).,71 Support Vector 
Classification (SVC)71 and Logistic Regression 
(LR)71 All the simple approaches were implemented 
by the sklearn functions:

sklearn.ensemble.RandomForestClassifier, 
sklearn.svm.SVC and

sklearn.linear_model.LogisticRegression, respec-
tively. To evaluate the performance by using only 
the values. The other two models were the previous 
state-of-the-art models that use structure, 
PopPhy,31 followed by 1 convolutional layer or 2 
convolutional layers and their output followed by 
FCNs (2 layers). The models’ inputs were the ASVs 
merged at the species level by the sum method

followed by two fully connected layers that return the predicted phenotype. (b) Performance of 3D learning vs PhyLoSTM. The AUCs of the 
3D-iMic are consistently higher than the AUCs of the phyLoSTM on all the tags and datasets we checked ðn ¼ 5Þ. The standard errors 
among the CVs are also shown. phyLoSTM is the current state-of-the-art for these datasets (two-sided T-test, p-value < 0:0005). To 
visualize the three-dimensional gradients (as in Figure 3), we studied a CNN with a time window of 3 (i.e., 3 consecutive images combined 
using convolution). We projected the Grad-Cam images to the R, G, and B channels of an image. Each channel represents another time 
point where R = earliest, G = middle, and B = latest time point. (c,d) Images after Grad-Cam: Each pixel represents the value of the 
backpropagated gradients after the CNN layer. The 2-dimensional image is the combination of the three channels above. (i.e., the 
gradients of the first/second/third time step are in red/green/blue). The left image is for normal birth subjects in the DiGiulio dataset, and 
the right image is for pre-term birth subjects. (e,f) Grad-Cam projection. Projection of the above heatmaps on the cladogram as in Figure 3. 
The taxa in bold are important taxa that are consistent with the literature.
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followed by a relative normalization as described in 
the original paper. We used the original PopPhy 
code from Reiman’s GitHub.

Notations

To clarify the notations, we attach a detailed table, 
with all notations (Table 6).

iMic

The iMic’s framework consists of three algorithms:

● Populating the mean cladogram.
● Cladogram2Matrix.
● CNN.

Given a vector of log-normalized ASVs frequencies 
merged to taxonomy 7 - b, each entry of the vector, 
bi represents a microbe at a certain taxonomic level. 
We built an average cladogram, where each internal 
node is the average of its direct children (see 
Populating mean cladogram algorithm and 
Figure 1b). Once the cladogram was populated, we 
built the representation matrix. We created a matrix 
R 2 R 8�N , where N was the number of leaves in the 
cladogram and 8 represents the eight taxonomic 
levels, such that each row represents a taxonomic 
level.

We added the values layer by layer, starting 
with the values of the leaves. If there were 
taxonomic levels below the leaf in the image, 
they were populated with zeros. Above the 
leaves, we computed for each taxonomic level 
the average of the values in the layer below (see 
Figure 1b step 3). If the layer below had k 

different values, we set the average to all k 
positions in the current layer. For example, if 
there were three species within one genus with 
values of 1,3 and 3. We set a value of 7/3 to the 
three positions at the genus level including these 
species.

We reordered the microbes at each taxonomic 
level (row) to ensure that similar microbes are 
close to each other in the produced image. 
Specifically, we built a Dendrogram based on the 
Euclidean distances as a metric using complete link-
age on the columns, relocating the microbes accord-
ing to the new order while keeping the phylogenetic 
structure. The order of the microbes was created 
recursively. We started by reordering the microbes 
on the phylum level, relocating the phylum values 
with all their sub-tree values in the matrix. Then we 
built a Dendrogram of the descendants of each phy-
lum separately, reordering them and their sub-tree 
in the matrix. We repeated the reordering recur-
sively until all the microbes in the species taxonomy 
of each phylum were ordered. (see Reordering algo-
rithm and see Figure 1b step 4).

Algorithm 1: Populating mean cladogram algorithm

1 Input: Cladogram, G ¼ ðV; EÞ, a preprocessed ASVs vector, b 
2 Output: A populated cladogram of means, G 
3 for l from the maximum cladogram depth to 0 do 
4 for each node, v, in layer,l do 
5 if the layer of v is in b then 
6 Assign node v the value from b 
7 if v has any children then 
8 Assign its children mean to v 
9 return G

Algorithm 2: Cladogram2matrix algorithm

1 Input: A populated cladogram of means G ¼ V; E 
2 Output: A matrix R 
3 Construct a zero matrix R with the number of rows equal to the layers of 

the cladogram and the number of columns equal to the number of 
leaves in the cladogram 

4 C  Root Node of G 
5 for j from 0 to the number of layers of G do 
6 i 0 
7 Q emptyQueue 
8 for each node v 2 C do 
9 Notice: every node is a sub-tree 
10 if node does not have any children then 
11 Rði; jÞ  abundance of node v 
12 else 
13 for k from 1 to number of leaves of node v do 
14 Rði; jÞ  abundance of node v 
15 i i þ 1 
16 Push children of node v into queue Q 
17 i i þ 1 
18 C  Q 
19 return R

Table 6. Notations.
b ASVs preprocessed vector (only the leaves of the cladogram)
R Raw representation matrix
R̂ Rearranged representation matrix
l A taxonomic level (Super-kingdom, Phylum, Class, Order, Family, 

Genus, Species)
N Number of leaves of the cladogram of means
Cl;i Hierarchical cluster number i in level l
A Adjacency matrix of graph
σ Activation function
W Weight matrix in neural network
I Identity matrix
v ASVs frequency vector (all the cladogram’s vertices, and not only the 

leaves, in contrast with b above)
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Algorithm 3: Reordering algorithm, REA

1 Input: R 2 R 8�N , l level of taxonomy 
2 Output: R̂, rearranged matrix R 
3 R̂  ϕ 
4 Annotate: R in level l: b1; b2; . . . ; bN 
5 Cl;1; . . . ; Cl;k  Dendrogramðb1; b2; . . . ; bNÞ

6 Temp  ϕ 
7 for Cluster in Cl;1; . . . ; Cl;k do 
8 for taxa in Cluster do 
9 Append taxa column to Temp if l< 8 then 
10 Temp  REAðTemp; l þ 1Þ
11 Append Temp to R̂ 
12 return R̂

2-dimensional CNN
The microbiome matrix was used as the input to 
a standard CNN.72 We tested both one and two 
convolution layers (when three convolution layers 
or more were used, the models suffered from 
overfitting). Our loss function was the binary 
cross entropy. We used L1 regularization. We 
also used a dropout after each layer, the strength 
of the dropout was controlled by a hyperpara-
meter. For each dataset, we chose the best activa-
tion function among RelU, elU, and tanh. We 
also used strides and padding. All the hyperpara-
meter ranges as well as the chosen and fixed 
hyperparameters can be found in the 
Supplementary Material (Table S1-S4). In order 
to limit the number of model parameters, we 
added max pooling between the layers if the 
number of parameters was higher than 5000. 
The output of the CNNs was the input of a 
two-layer, fully connected neural network.

gMic and gMic+v

The cladogram and the gene frequency vector were 
used as the input. The graph was represented by the 
symmetric normalized adjacency matrix, which was 
denoted ~A as can be seen in the following equations: 

~A ¼ D�
1
2AD�

1
2 (3) 

Dis a diagonal matrix such that Dii ¼
X

j
Aij

(4) 

The loss function was binary cross entropy. In this 
model, we used L2 regularization as well as a 
dropout.

gMic
The cladogram was built and populated as in iMic. 
In gMic, a GCN layer was applied to the cladogram. 
The output of the GCN layer was the input to a 
fully connected neural network (FCN) as in: 

σðð~Aþ α � IÞ � signðvÞ �WÞ ) FCN (5) 

where v is the ASVs frequency vector (all the cla-
dogram’s vertices, and not only the leaves, in con-
trast with b above), signðvÞ is the same vector where 
all positive values were replaced by 1 in the gene 
frequency vector (i.e., the values are ignored). α is a 
learned parameter, regulating the importance given 
to the vertices’ values against the first neighbors, W 
is the weight matrix in the neural network, and σ is 
the activation function. The architecture of the 
FCN is common in all datasets. The hyperpara-
meters may be different (for further information 
see Supp. Mat. Table S3): two hidden layers, each 
followed by an activation function (see Supp. Mat.).

gMic+v
gMic+v is equivalent to gMic, with the only excep-
tion that the positive values were not set to 1.

Data

We used nine different tags from six different data-
sets of 16S rRNA ASVs to evaluate iMic and gMic 
+v. 4 datasets were contained within the Knights 
Lab ML repository:73 Cirrhosis, Caucasians and 
Afro Americans (CA), Male vs Female (MF) and 
Ravel vagina.

● The Cirrhosis dataset was taken from a study 
of 68 Cirrhosis patients and 62 healthy 
subjects.74

● The MF dataset was a part of the human 
microbiome project (HMP) and contained 98 
males and 82 females.47

● The CA dataset consisted of 104 Caucasian 
and 96 Afro-American vaginal samples.48

● The Ravel dataset was based on the same 
cohort as the CA, but checked another condi-
tion of the Nugent score.48 The Nugent score 
is a Gram stain scoring system for vaginal 
swabs to diagnose bacterial vaginosis.
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● The IBD dataset contains 137 samples with 
inflammatory bowel disease (IBD), including 
Crohn’s disease (CD) and ulcerative colitis 
(UC), and 120 healthy samples as controls. 
We also used the same dataset for another 
task of predicting only CD from the whole 
society, where there were 94 with CD and 
163 without CD.46

● The Allergy dataset is a cohort of 274 subjects. 
We tried to predict three different outcomes. 
The first is having or not having a milk allergy, 
where there are 74 subjects with a milk allergy 
and 200 without. The second is having or not 
having a nut (walnut and hazelnut) allergy, 
where there are 53 with a nut allergy and 221 
without. The third is having or not having an 
allergy to peanut, where 79 have a peanut 
allergy and 195 do not.5

For the comparisons with TopoPhy, we applied iMic 
to the shotgun metagenomes datasets presented in 
TopoPhy33 from MetAML, including a Cirrhosis 
dataset with 114 cirrhotic patients and 118 healthy 
subjects (“Cirrhosis−2”), an obesity dataset with 164 
obese and 89 non-obese subjects (“BMI”), a T2D 
dataset of 170 T2D patients and 174 control samples 
(“T2D”).

For the comparisons with TaxoNN, we applied 
iMic to the datasets presented in TaxoNN’s paper 
(Cirrhosis−2 and T2D).

For the comparison with DeepEn-Phy,34 we 
applied iMic on the Guangdong Gut Microbiome 
Project (GGMP) – a large microbiome-profiling 
study conducted in Guangdong Province, China, 
with 7009 stool samples (2269 cases and 4740 con-
trols to classify smoking status). GGMP was down-
loaded from the Qiita platform. We used the results 
supplied by TopoPhy, TaxoNN, and DeepEn-Phy, 
and did not apply them to other datasets, since 
their codes were either missing, or did not work 
as is, and we did not want to make assumptions 
regarding the corrections required for the code.

We also used two sequential datasets to evaluate 
iMic-CNN3 (Table 3).

● The first dataset was the DIABIMMUNE 
three-country cohort with food allergy 

outcomes (Milk, Egg, Peanut, and Overall). 
This cohort contained 203 subjects with 
7.1428 time steps on average.75

● The second dataset was a DiGiulio case-con-
trol study. This was a case-control study com-
prised of 40 pregnant women, 11 of whom 
delivered preterm serving as the outcome. 
Overall, in this study, there were 3767 samples 
with 1420 microbial samples from four body 
sites: vagina, distal gut, saliva, and tooth/gum. 
In addition to bacterial taxonomic composi-
tion, clinical and demographic attributes 
included in the dataset were gestational or 
postpartum day when the sample was col-
lected, race, and ethnicity.76

Statistics – comparison between models

To compare the performances of the different 
models, we performed a one-way ANOVA test 
(from scipy.stats in python) on the test AUC 
from the 10 CVs of all the models. If the 
ANOVA test was significant, we also performed 
a two-sided T-test between iMic and the other 
models and between the two CNNs on the iMic 
representation. Correction for multiple testing 
(Benjamini – Hochberg procedure, Q) was 
applied when appropriate with a significance 
level of Q< 0:05. (see Figure 1c). Only signifi-
cant results after a correction were reported.

To compare the performance on the sparsity 
and high dimensions challenges, we first per-
formed a two-way ANOVA with the first vari-
able being the sparsity and the second variable 
being the model on the test AUC over 10 CVs. 
Only when the ANOVA test was significant (all 
the datasets in our case), we also performed a 
two-sided T-test between iMic and the naive 
models. Correction for multiple testing 
(Benjamini – Hochberg procedure, Q) was 
applied when appropriate with significance 
defined at Q< 0:05. All the tests were also 
checked on the independent 10 CVs of the 
models on the validation set and the results 
were similar. Note that in contrast with the 
test set estimates, this test may be affected by 
parameter tuning.
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Experimental setup

Splitting data to training, validation and test sets
Following the initial preprocessing, we divided the 
data using an external stratified test, such that the 
distribution of positives and negatives in the train-
ing set and the held-out test set would be the same 
and would preserve the patient identity in cases 
and controls into training, test, and validation 
sets. This ensures that the same patient cannot be 
simultaneously in the training and the test set. The 
external test was always the same 20% of the whole 
data. The remaining 80% were divided into the 
internal validation (20% of the data) and the train-
ing set (60%). In cross-validations, we changed the 
training and validations, but not the test.

Hyperparameters tuning
We computed the best hyperparameters for each 
model using a 10-fold CV77 on the internal validation. 
We chose the hyperparameters according to the aver-
age AUC on the 10 validations. The platform we used 
for the optimization of the hyperparameters is NNI 
(Neural Network Intelligence).50 The hyperpara-
meters tuned were: the coefficient of the L1 loss, the 
weight decay (L2-regularization), the activation func-
tion (RelU,elU or tanh, which makes the model non- 
linear), the number of neurons in the fully connected 
layers, dropout (a regularization method which zeros 
the neurons in the layers in the dropout’s probability), 
batch size and learning rate. For the CNN models, we 
also included the kernel sizes as well as the strides and 
the padding as hyperparameters. The search spaces 
we used for each hyperparameter were: L1 coefficient 
was chosen uniformly from [0,1]. Weight decay was 
chosen uniformly from [0,0.5]. The learning rate was 
one of [0.001,0.01,0.05]. The batch size was,32,66 218, 
256]. The dropout was chosen universally from 
[0,0.05,0.1,0.2,0.3,0.4,0.5]. We chose the best activa-
tion function from RelU, ElU and tanh. The number 
of neurons was proportional to the input dimension. 
The first linear division factor from the input size was 
chosen randomly from.1,11 The second layer division 
factor was chosen from.1,6 The kernel sizes were 
defined by two different hyperparameters, a para-
meter for its length and its width. The length was in 
the range of1,8 and the width was in the range of.1,20 

The strides were in the range of1,9 and the channels 

were in the range of.1,16 For the classical ML models, 
we used a grid search instead of the NNI platform. 
The evaluation method was similar to the other mod-
els. The hyperparameters of the RF were: The number 
of trees in the range of,10,52100,150,200] and the func-
tion to measure the quality of a split (one of “gini”, 
“entropy”, “log_loss”). The hyperparameters of the 
SVC were: the regularization parameter in the range 
of [0.0,0.1,0.2,0. 3,0.4,0.5,0.6,0.7,0.8,0.9,1.0], and the 
kernel (one of “linear”, “poly”, “rbf”, “sigmoid”). 
The best hyperparameters for each dataset can be 
found in Supp. Mat. Table S5.
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