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OPINION

Should artificial intelligence have lower acceptable 
error rates than humans?
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Will it be easier to forgive your human co-worker than your 
AI co-worker when they make mistakes? We must face the 
challenge of comparing computer models to previous hu-
man labour as automation and artificial intelligence (AI) 
may play a substantial role in future radiological workflows. 
The size of the challenge is currently not yet defined, but it 
is assumed to grow with the considerable increased num-
ber of approved AI algorithms.1 Furthermore, automated 
AI workflows in Radiology without humans in the loop will 
amplify the challenge. We are moving into an unknown ter-
ritory where AI methodology will replace human reasoning 
and set a new standard for good medical practice in all as-
pects of Radiology.

As an AI research group at the Department of Radiology 
at Bispebjerg-Frederiksberg University Hospital, in Copen-
hagen, Denmark, we stumbled upon a crucial question 
during the first day of clinical implementation: how often 
may the implemented AI algorithm make mistakes? In our 
case, a low-risk AI algorithm misclassified the first patient 

in the knee osteoarthritis diagnostic conclusion for no 
obvious reasons, and it surprised the implementation group 
how sceptical they became after the misinterpretation by 
the AI algorithm. The AI algorithm was implemented in 
an intended automated triage workflow without immediate 
clinical supervision. A correct knee osteoarthritis diagnosis 
is not a life-threatening situation, but an accurate diagnosis 
still directs the patient to the proper treatment from the 
beginning. Furthermore, the algorithm avoids potentially 
inappropriate MRI scans2 and arthroscopies3 in patients 
with radiographic knee osteoarthritis.

DOES AI PERFORM AS REQUIRED?
A recent paper4 raised two questions when evaluating an AI 
algorithm: ‘can the machine perform?’, which is often well 
documented, and ‘will the machine perform as required?’, 
which is less investigated. When medical devices are eval-
uated on retrospective data, healthcare providers look at 
performance metrics, such as sensitivity, specificity, accu-
racy, and ROC curves. However, these metrics cannot be 
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ABSTRACT:

The first patient was misclassified in the diagnostic conclusion according to a local clinical expert opinion in a new 
clinical implementation of a knee osteoarthritis artificial intelligence (AI) algorithm at Bispebjerg-Frederiksberg Univer-
sity Hospital, Copenhagen, Denmark. In preparation for the evaluation of the AI algorithm, the implementation team 
collaborated with internal and external partners to plan workflows, and the algorithm was externally validated. After the 
misclassification, the team was left wondering: what is an acceptable error rate for a low-risk AI diagnostic algorithm? A 
survey among employees at the Department of Radiology showed significantly lower acceptable error rates for AI (6.8 
%) than humans (11.3 %). A general mistrust of AI could cause the discrepancy in acceptable errors. AI may have the 
disadvantage of limited social capital and likeability compared to human co-workers, and therefore, less potential for 
forgiveness. Future AI development and implementation require further investigation of the fear of AI’s unknown errors 
to enhance the trustworthiness of perceiving AI as a co-worker. Benchmark tools, transparency, and explainability are 
also needed to evaluate AI algorithms in clinical implementations to ensure acceptable performance.
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used if the AI algorithm is not developed or evaluated for the 
specific clinical purpose. The implementation team had spent 
almost a year planning the workflows with automatised AI 
decision-making steps with collaborating external partners from 
primary care and orthopaedic surgery and internal partners 
within the radiology department. Furthermore, the AI algorithm 
had been locally validated on external data with satisfying results 
compared to local musculoskeletal (MSK) radiology experts.5 
After noticing the misclassification, our first aim was to find 
a threshold for an acceptable error rate of the AI algorithm in 
a clinical setting. The intended use of the algorithm was as an 
assisted medical device, but in this case, the department used it as 
a standalone device for triaging patients without immediate clin-
ical supervision. All radiographs and AI reports were later read 
by a MSK radiologist or trained MSK reporting radiographer.

OUR SURVEY
In order to find an acceptable error rate for standalone devices, 
the implementation group asked the attendees at a morning 
conference in February 2022 at the Department of Radiology 
(radiologists, radiographers, secretaries, and administrative 
staff) at Bispebjerg-Frederiksberg Hospital the following ques-
tions using the informal survey app, Mentimeter, Sweden, for 
anonymous polls: “How often may reporting radiographers and 
radiologists make mistakes when reporting on knee osteoar-
thritis?”. And then, the attendees were asked: “How often may AI 
models make mistakes when reporting on knee osteoarthritis?”. 
Participation was voluntary, and the staff was already familiar 
with AI and the implementation of automated AI workflows. 
The AI literacy was overall high after continuous AI education to 
all employees, from secretaries to head of department. Forty-five 
staff members completed both questions. One participant was 
excluded as an outlier with a z-score of 4.5, calculated for the 
difference in rates between the two questions, see Figure 1. The 
excluded participant had one of the highest acceptable error rates 
for both humans (30 %) and AI (80 %). The acceptable error rate 
for AI (n: 44, mean: 6.8 %, SD: 8.8 %) was found to be signifi-
cantly lower than for humans (n: 44, mean: 11.3 %, SD: 9.1 %) 
with paired t-test (p = 0.002, effect size r = 0.5); analysed with 
R v4.2.0.

HOW OFTEN DO HUMANS MAKE MISTAKES?
Previous studies have found a 3–6% human error rate on general 
radiographic examinations6 and a 10–14% on knee osteoarthritis 

binary scoring compared to experts in a controlled research 
environment.5 The same AI algorithm that failed in our imple-
mentation had a 13% error rate in an external validation.5 These 
rates are higher than our co-workers accepted for AI in our 
survey, but on par with the accepted human reader error rate. 
The discrepancy could be explained by a general lack of confi-
dence in performance of AI.

FORGIVING MACHINES AS WE FORGIVE 
HUMANS?
Our study highlights a potential discrepancy between acceptable 
error rates for AI algorithms and for humans. Are humans afraid 
of being replaced by machines and expressing their feelings by 
having a lower threshold of acceptable error for machines? Or is 
it due to fear and scepticism of AI among healthcare workers?7,8 
The unpredictability, fear of unknown errors and “black-box” 
decision-making process of AI algorithms can lead to mistrust. 
In our case, the AI failure would probably not have created 
the same tumult if it was a human error. Presumably, humans 
forgive each other, especially at the beginning of a new work-
flow or task. Our human co-workers have invested some social 
capital and likeability, which leaves AI as “the asocial guy in 
the room.” A previous study has shown that humanoid robots 
can enhance trustworthiness in a non-healthcare workspace 
setting.9 Trust in AI is threatened by inexplainable outcomes 
that are counterintuitive for humans. Structural restrictions in 
the algorithms, together with intermediate calculations, decision 
trees, and post hoc approximations, can make AI more explain-
able and show the clinician how the AI came to its conclusions. 
Humanizing AI in combination with transparency and explain-
ability could be the answer to gaining trustworthy AI. Although 
not everyone considers AI valuable support, some radiologists 
fear losing their skills and jobs to AI.10 Furthermore, humans 
have a learning curve, but non-adaptable AI algorithms have no 
learning curve. FDA-approved AI medical devices are usually 
“locked” and non-adaptable,11 and therefore, they cannot learn 
from their mistakes. These AI algorithms give the same result for 
the same radiograph on day one as on day 100. If health author-
ities in the future will allow adaptable AI, including human-in-
the-loop, the discussion of error rates might change and create 
more sympathy and forgiveness for the AI algorithms. Today, AI 
algorithms analyse data in the exact same way each time with 
standardised and structured readings. There is no reader fatigue, 
and AI can be applied at any hour of the day. Therefore, replacing 
humans with AI seems convenient and a good choice especially 
for simple, low-risk, and high-volume tasks. There are other 
reasons to add AI to a radiological workflow than increasing the 
accuracy, for example, lowering the reading times or workload 
burden for the radiologists. The estimated number of radiolo-
gists in the future is insufficient,12 forcing the radiology depart-
ments to decide if compromising potential higher error rates by 
AI would be acceptable to lower the workload burden. In our 
implementation, AI takes care of high-volume and low-risk knee 
osteoarthritis diagnostics and allows the radiologist to interpret 
more complicated tasks such as cross-sectional examinations. 
This leaves us questioning ourselves: are machines worth it if 
their accuracy is slightly worse than humans, but can reduce the 
increasing workload? Is lower performance also acceptable if AI 

Figure 1. The acceptable error rate in per cent for humans 
and AI from the survey (n = 45). Forty-four participants were 
included and represented by lines, and there was a signifi-
cantly lower acceptable error rate for AI than humans (p = 
0.002, **). The excluded outlier is marked with an arrow.
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can lower the cost compared to human readings? And finally, do 
we tolerate if AI and humans are not making similar mistakes 
but at the same rate? There is a need for further quantitative and 
qualitative investigation to continue the discussion of appro-
priate AI implementation in a clinical environment. This survey 
was the first step in addressing this critical issue, but it had some 
limitations. Participants required a smartphone, the study did 
not include a cross-over design, participant profile information 
was not registered, and the sample size was not large enough to 
show a normal distribution without excluding an outlier. The 
generalisability is limited to other technology-proficient depart-
ments with high AI literacy. Slow-adapting departments may 
experience lower trustworthiness in AI.

CAN WE CREATE AI TOOLS THAT ARE BETTER 
THAN HUMANS IF WE MEASURE THEIR 
PERFORMANCE AGAINST HUMANS?
Does an error rate always reflect mistakes? For example, the 
diagnostic criteria for knee osteoarthritis on radiographs are 
still debated if they represent the clinical condition appropri-
ately.13 And even experts in the field can end up with different 
radiographic diagnostic conclusions.5 Can we deduce an error 
rate from questionable diagnostic criteria? Furthermore, some 
supervised AI algorithms are trained in uncontrolled environ-
ments by letting the algorithms identify patterns in large image 
datasets. These patterns may not be visible or yet discovered 
by humans, and therefore, the diagnostic precision of AI algo-
rithms might be higher than the human eye. The number of 

approved AI algorithms is growing each year,1 and radiologists 
and radiographers must face new types of both true outcomes 
and errors made by AI. Benchmark evaluation tools where we 
measure and review inexplainable or surprising outcomes as 
well as high AI literacy among healthcare providers are needed 
to ensure patient and provider safety, maintain trust in AI 
and keep AI developers accountable for their medical devices. 
Some inexplainable errors may originate from an overgen-
eralised approach in the development practice of AI medical 
devices, which could be considered unsound. Transparent and 
explainable AI with fallback processes is recommended, along 
with the possibility, to some degree, for custom adaptation of 
the AI medical device, allowing the retraining of the algorithm 
for specific clinical settings. Should AI, in general, have lower 
acceptable error rates than humans? Not necessarily, if they can 
maintain reasonable standards and support less staffed depart-
ments in the future.
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