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Abstract: Image inversion interferometry can measure the separation of two incoherent point
sources at or near the quantum limit. This technique has the potential to improve upon current
state-of-the-art imaging technologies, with applications ranging from microbiology to astronomy.
However, unavoidable aberrations and imperfections in real systems may prevent inversion
interferometry from providing an advantage for real-world applications. Here, we numerically
study the effects of realistic imaging system imperfections on the performance of image inversion
interferometry, including common phase aberrations, interferometer misalignment, and imperfect
energy splitting within the interferometer. Our results suggest that image inversion interferometry
retains its superiority to direct detection imaging for a wide range of aberrations, so long as
pixelated detection is used at the interferometer outputs. This study serves as a guide for the
system requirements needed to achieve sensitivities beyond the limits of direct imaging, and
further elucidates the robustness of image inversion interferometry to imperfections. These
results are critical for the design, construction, and use of future imaging technologies performing
at or near the quantum limit of source separation measurements.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The achievable resolution of any imaging system is directly related to its response to point
sources in the image plane, which is characterized by the point spread function (PSF) [1,2].
The conventional limit for resolving two point sources, known as the Rayleigh limit, states that
two sources are resolvable for separations greater than their diffraction-limited spot size [3,4].
The Cramér–Rao lower Bound (CRB) bounds the minimum variance attainable for an unbiased
estimator. The quantum CRB (qCRB), however, bounds the minimum variance achievable by any
measurement paired with any estimator. The qCRB for the separation between two incoherent
point sources is, notably, independent of the source separation [5], suggesting that the Rayleigh
limit is not a fundamental barrier to their resolution. Correspondingly, the Rayleigh limit has been
circumvented by diverse imaging techniques, enabling resolution of two sources separated below
the diffraction limit under certain conditions. For example, many super-resolution microscopy
techniques circumvent the Rayleigh limit by taking advantage of some form of independence
between the point sources, such as temporal independence [6–11], a combination of temporal
and spatial independence [12], or spectral (color) independence [13], allowing independent
localization of each source with sub-diffraction limit precision. In a complementary paradigm,
modal imaging has the potential to provide unprecedented resolution of point sources and to
approach the quantum limits in optical resolution [5]. Modal imaging performs a decomposition
of the electromagnetic field from the point sources in a set of orthogonal spatial modes followed
by photon detection onto these modes [5,14]. An appropriate choice of modal decomposition
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Fig. 1. SLIVER concept and aberrations. (a) Schematic for a SLIVER interferometer. P1
indicates a pupil plane at the interferometer entrance. P2 indicates a pupil plane within one
arm of the interferometer. P3 indicates a pupil plane in the SLIVER anti-symmetric detection
path. D1/D2 indicate single-photon sensitive sensors which detect the symmetric/anti-
symmetric signals, respectively. Note that imaging lenses (e.g., converging lenses in front
of the detectors) are excluded from the diagram. (b) Left: Illustrative examples of intra-
SLIVER phase aberrations (simulated pupil phases ∠P2 are outlined by black circles) and
the corresponding signals measured on D2 (simulated noiseless detections are shown as
square images). Right, inside black dashed box: Illustrative examples of interferometer
misalignment and energy asymmetry as they would present at pupil P3, with corresponding
noiseless detections at D2 shown below each pupil illustration. Note that the blue and green
pupils illustrating the energy asymmetry imperfection have differing transparencies, with
spatial offsets included for visual distinction of the two pupils.



Research Article Vol. 31, No. 10 / 8 May 2023 / Optics Express 16395

in principle allows for extracting the maximum amount of information per photon about the
separation distance between point sources. For the problem of resolving two point sources with
Gaussian PSFs, an optimal measurement that achieves the quantum limit consists of projections
onto Laguerre-Gauss modes and photon counting [5]. Such measurement allows for resolving
two point sources with precision independent of their separation [5]. The problem of resolving
two point sources plays a central role in the study of protein-protein interactions in biophysics
[15–17] and in the search for exoplanets in astronomy/astrophysics [18].

Recent advancements in optical field control have demonstrated spatial mode demultiplexers
with complex optical setups [19–21]. On the other hand, there are simpler modal imaging setups
that decompose the photon field into a small number of optical modes that can approach or even
reach the qCRB for two-point source separation estimation [5,22–25]. Among these techniques,
Super Localization by Image inVERsion interferometry (SLIVER) [22] decomposes the photon
field into symmetric and anti-symmetric components. Photon counting onto these components
allows for achieving the qCRB for resolving two point sources in the deep sub-Rayleigh regime.
Such techniques can in principle be integrated with state-of-the-art imaging technologies for
microscopy, astronomy, and target detection/pattern recognition, expanding their ability to
resolve multiple sources. This integration, however, requires a deep understanding of how these
measurements perform in imaging systems with realistic imperfections including aberrations,
photon loss, background, detector noise, and intensity distortion.

In this article, we numerically investigate the performance of SLIVER in the presence of
aberrations and imperfections relevant to practical complex imaging systems. In particular, we
focus on the problem of separation estimation of two point sources with SLIVER in the presence of
misalignment (misalignment of the two arms of the interferometer shown in Fig. 1(a)), imperfect
energy splitting between the interferometer arms, and several common phase aberrations (piston,
tilt, defocus, astigmatism, coma, and spherical). Our primary contributions made in this article
are as follows:

• we quantify and compare the effects of several aberrations on SLIVER’s ability to measure
the separation between two point sources

• we investigate the benefits of using pixelated versus bucket detection at the outputs of a
SLIVER interferometer

• we demonstrate the need to characterize and incorporate aberrations into imaging models
used to estimate source separations from SLIVER data

2. Methods

2.1. SLIVER simulation

Figure 1(a) shows a schematic of the SLIVER interferometer used to measure the separation
between two point sources (excluding imaging lenses used in, e.g., microscopy applications).
The input field is split into two spatial modes ψ1(x, y) and ψ2(x, y) (corresponding to the fields
in the two arms of the interferometer) with equal energy. The field ψ2(x, y) in one arm of the
interferometer enters an image inversion system, transforming the field as ψ2(x, y) → ψ2(−x,−y).
The two paths are then recombined by a 50/50 beamsplitter. The interference between these two
fields allows for sorting the symmetric and anti-symmetric components of the input field, which
are detected by single-photon sensitive detectors.

We consider a realistic SLIVER optical system where half of the energy is sent to a direct
detection channel that could in principle be used to estimate the centroid of the emitter pair [26].
We note that the direct detection channel–which is excluded from Fig. 1(a)–would be picked off
at pupil P1 with an additional beamsplitter. The remaining energy is then split equally between
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the two arms of the interferometer. The electric field in each arm of the interferometer is defined
in the spatial frequency domain (kx, ky) as

ψ̃1(kx, ky) = |A1(kx, ky)| exp(iΦ1(kx, ky)) (1)

ψ̃2(kx, ky) = |A2(kx, ky)| exp(iΦ2(kx, ky))MASK(kx, ky) (2)

where |A(kx, ky)| is the real-valued amplitude of the field, Φ(kx, ky) is the real-valued phase, and
MASK(kx, ky) is a (complex-valued) pupil mask which we use to simulate field aberrations in
one arm of the interferometer (i.e., a mask at pupil P2). The intensities at the symmetric and
anti-symmetric outputs of the interferometer are then defined as

Isym =
1
4
|ψ1(x, y) + ψ2(−x,−y)|2 (3)

Iasym =
1
4
|ψ1(x, y) − ψ2(−x,−y)|2 (4)

where ψ(x, y) = F {ψ̃(kx, ky)} denotes the field at the detector.
The two point sources were simulated by separating them symmetrically with respect to

the SLIVER inversion point by a fixed distance along the horizontal (with respect to all
images/aberrations shown) axis. We consider a constant and equal emission rate for each point
source during the measurement period.

For the pixelated detectors, we sampled Isym and Iasym by computing ψ1(x, y) and ψ2(x, y) at the
center of each pixel, where we defined the pixel size δx ≡ (λ/2na)/2

√
2 to approximate Nyquist

sampling of the signal along the pixel diagonal given emission wavelength λ = 600 nm and an
effective numerical aperture of na = 1.2. We include a plot of the CRB with this simulated pixel
size compared to that resulting from a pixel size reduced by a factor of four (i.e., δx′ = δx/4) in
Fig. S14. The close correspondence between the CRBs simulated with δx and δx′ suggests that
our sampling scheme is sufficient to probe the underlying trends.

To investigate the advantages provided by pixelated SLIVER detection [27], we also simulated
bucket detection [22] (i.e., the outputs of the interferometer are detected with a point detector)
for the same interferometer setup used for pixelated detection. The bucket detectors were defined
as the sum of the signal observed in the pixelated SLIVER detectors, with the direct detection
channel remaining pixelated.

2.1.1. System aberrations and imperfections

In this work, we considered several common aberrations and imperfections: phase aberrations,
interferometer misalignment, and imperfect splitting of the energy incident on the interferometer.
We divided aberrations into two categories:

• intra-SLIVER aberrations, or aberrations within the interferometer (at either pupil P2 or
P3 in Fig. 1(a))

• extra-SLIVER aberrations, or aberrations present at the entrance of the interferometer (at
pupil P1 in Fig. 1(a))

We defined units of “aberration severity” such that 0 corresponds to no aberration and 1
corresponds to a severe aberration, with “severe” aberration defined below for each type of
aberration investigated.

Common phase aberrations affecting the SLIVER interferometer were modeled by synthesizing
MASK(kx, ky) or Φ1(kx, ky) and Φ2(kx, ky) in the basis of Zernike polynomials and modifying
the desired coefficients. For example, phase aberrations in ψ2 were simulated by modifying
the Zernike coefficients cn,l in ∠MASK(kx, ky) =

∑︁
n,l cn,lZl

n(kx, ky), where Zl
n is the Zernike
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polynomial of radial degree n and azimuthal degree l. We considered phase aberrations both within
the interferometer itself (intra-SLIVER as previously defined) and external to the interferometer
(extra-SLIVER). Intra-SLIVER phase aberrations were simulated as a mask in pupil P2 (see
Fig. 1(a) and Eq. (2)) whereas extra-SLIVER phase aberrations were simulated in pupil P1 (by
setting Φ1 = Φ2 ≠ 0 in Eqs. (1) and (2)). The Zernike coefficients considered were chosen to
span the range of no aberration (cn,l = 0) to severe aberration (cn,l = 0.5). For extra-SLIVER
aberrations, which are attributable to the microscope or telescope attached to the SLIVER
interferometer, our definition of severe aberration cn,l = 0.5 reflects our own experience with
microscopes (see also [28], which presents phase-retrieval results from several microscopes
for which |cn,l | ≲ 40 × 10−3λ ↔ |cn,l | ≲ 0.25 radians). For intra-SLIVER aberrations, we
again define severe aberration by cn,l = 0.5, as this value is comparable to wavefront deviations
resulting from the high-quality mirrors often used in optical interferometry (e.g., Thorlabs product
#BB1-E02, whose surface flatness is roughly λ/10 ↔ 0.6 radians). Specific phase aberrations
were oriented such that they generate the worst-case degradation of the SLIVER performance
(e.g., tilt aberrations are simulated with the tilt varying along the axis of source separation).

Misalignment of the SLIVER interferometer was simulated by applying a phase gradient
across the field ψ2(x, y) (i.e., a phase gradient at the detector is equivalent to an offset between
the two arms of the interferometer). Misalignments were chosen ranging from no misalignment
to a severe misalignment of 0.1 times the pupil radius. Our definition of severe misalignment
was chosen by assuming a pupil radius of 2-5 mm, hence a severe misalignment would be
0.2-0.5 mm, which we consider to be the upper limit of misalignment that an experienced optical
experimentalist might accept. All misalignments are oriented along the axis of source separation,
representing the worst-case performance degradation for SLIVER.

Imperfect splitting of the field incident on the interferometer was simulated as an efficiency
factor differentially splitting the total energy between the two arms of the interferometer,
with the total energy entering the interferometer remaining fixed. That is, |A1(kx, ky)| and
|A2(kx, ky)| were adjusted such that |A1(kx, ky)|

2 + |A2(kx, ky)|
2 = constant. Intensity differences

|A1(kx, ky)|
2 − |A2(kx, ky)|

2 ranging from 0% to 20% were selected to span the range of no
asymmetry to the upper limit of what might be observed for a high quality beamsplitter.

Qualitative examples of the intra-SLIVER aberrations, interferometer misalignment, and
energy asymmetry are shown in Fig. 1(b). For each of the intra-SLIVER aberrations, we plot
the phase of the field at the circular pupil P2 (i.e., ∠P2 = Φ2, where Φ2 is the phase given in
Eq. (2)) and the corresponding intensity at the square detector D2 (i.e., the intensity defined
by Eq. (4)). For the interferometer misalignment example shown within the dashed box in
Fig. 1(b), we illustrate qualitatively the misalignment as blue and green circles offset from one
another, corresponding to spatial offsets of the fields defined by Eqs. (1)–(2). The corresponding
intensity at square detector D2 is plotted underneath the illustration of the offset pupils. Similarly,
imperfect splitting of the field incident on the interferometer (“energy asym.”) is depicted by
blue and green circles with differential transparencies (and spatially offset for visual effect)
in the dashed box in Fig. 1(b), with the corresponding intensity at square detector D2 plotted
underneath.

2.2. Assessment of performance of the SLIVER system based on the Cramér–Rao
lower bound

To investigate the effects of aberrations on the SLIVER technique, we computed the CRB for
estimating the source separation d in the presence of aberrations/misalignments. The CRB
for estimating d in the presence of aberration provides a direct measure of the degradation in
performance of SLIVER technique with respect to the ideal SLIVER measurement.
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2.2.1. Classical Cramér–Rao lower bound

The CRB was computed numerically assuming unbiased estimators of the centroid µ, separation
d, and intensity ratio q between the two point sources. Specifically, the CRB was computed
assuming a Poisson noise model by numerically calculating the classical Fisher information
matrix I(µ, d, q) at the true values of µ, d, and q and inverting the resulting 3x3 matrix. The CRB
of the separation d between the two point sources is then given as

σ2
d = (I−1)2,2 (5)

(i.e., the second diagonal element of the inverse of the Fisher information matrix).

2.2.2. Quantum Cramér–Rao lower bound

The qCRB was computed as described in [29] assuming a Gaussian PSF with standard deviation
σPSF = 0.21λ/na where λ is the central emission wavelength. This value of σPSF is that which
minimizes the mean squared error of a Gaussian fit to the central lobe of the Airy PSF [30].
Specifically, we compute the qCRB as

σ2
qCRB = (Q−1)2,2 (6)

where the quantum Fisher information matrix Q(µ, d, q) was computed from Eq. (10) in Ref.
[29].

Notably, the CRB defined by Eq. (5) will be equal to the qCRB defined by Eq. (6) for a quantum
optimal measurement of the two-point source separation when the underlying image formation
models are equivalent. As such, the qCRB was used as a convenient scaling factor in several
plots, although we emphasize that our estimate of the qCRB is for a Gaussian PSF, whereas our
simulations used the scalar diffraction theory PSF (i.e., the Fourier transform of the pupil, which
is the Airy PSF in the case of no aberrations).

2.3. Maximum likelihood estimate of d

Maximum likelihood estimates (MLE) d̂ of d were obtained as follows. For a given aberration
type, we computed the MLE in two scenarios: (1) from a model that includes knowledge of
the type and strength of aberration present in the imaging system and (2) from a model that
assumes an imaging system with no aberration. In other words, in scenario (1) we model the
detected intensities at D1 and D2 (see Fig. 1(a)) as the intensities defined by Eqs. (3) and (4),
respectively. In contrast, in scenario (2) we model the detected intensities by Eqs. (3) and (4)
but with ψ1(x, y) = ψ2(x, y), which models the intensity expected from an unaberrated SLIVER
measurement. The models used in Fig. 3(a, b) did not include knowledge of the aberration,
while the models used in Figs. 3(c, d) and S1-S13(b) incorporated the exact type and strength of
aberration present.

The plots of d̂ versus d shown in Figs. 3 and S1-S13(b) were generated by simulating
Nsim = 400 aberrated measurements corrupted by Poisson noise and then minimizing the negative
log-likelihood of the model using the Nelder-Mead method. Specifically, we compute the
likelihood of a given model as follows. Given data D = {nk} corresponding to Poisson-noise
corrupted photon counts observed at each pixel k of each detector, we have an intensity model
I(d) = {µk(d)} of the expected photon count at those same pixels. For each simulation, the
likelihood was then computed as

L(d |D) =
∏︂

k

µk(d)nk exp(−µk(d))
nk!

(7)

and the MLE of the source separation was computed as

d̂ = argmin
d

(− logL(d |D)) (8)
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The final value of d̂ was then generated by averaging over the Nsim estimators as d̂ ≡∑︁Nsim
n=1 d̂n/Nsim.

2.4. Interference visibility

For practical applications in imaging using inversion interferometry, the interference visibility
[31] is an accessible measurement that can provide us with information about the level of
aberration within the interferometer. We computed the visibility of the SLIVER interferometer
for each simulated aberration by performing a phase sweep from 0 to 2π across one arm of the
interferometer for a source separation of d = 0 (i.e., by sweeping Φ2 → Φ2 + 2π with Φ1 fixed in
Eqs. (1)–(2)). The visibility was then computed as

V =
Imax − Imin
Imax + Imin

(9)

where Imin and Imax are the minimum and maximum observed intensities, respectively.

3. Results and discussion

Common aberrations were simulated as described in Sec. 2.1. For each aberration, we computed
both the visibility and σd (the square root of the CRB for estimating the source separation
d) as a function of increasing aberration for a SLIVER interferometer with either pixelated
detection or with bucket detection of its outputs. We additionally compared σd for the SLIVER
measurement of two sources separated by σPSF/10 to the bound obtained for a purely direct
detection measurement, whereby all photons were diverted to the direct detection channel.

As a further study, we investigated the bias of the MLE d̂ of the source separation d in the
presence of aberration. As described in Section 2.3, we performed this experiment in two
scenarios: (1) when the model incorporates knowledge of the type and strength of the underlying
aberration, and (2) when the model assumes no aberration. For the models incorporating
knowledge of the underlying aberration, we additionally compute the MLE at different levels of
detected signal.

We highlight key results from each of these experiments in Figs. 2–4, and in the following
sections we present and discuss these results in detail.

3.1. Interference visibility

The degradation in visibility (Eq. (9)) due to intra-SLIVER aberration is shown in Fig. 2(a)
for each of the intra-SLIVER aberrations investigated. Interestingly, all intra-SLIVER phase
aberrations considered except piston (tilt, defocus, astigmatism, coma, and spherical phase
aberrations) have a nearly identical effect on the visibility. The pupil misalignment and intensity
asymmetry aberrations both have limited impacts on visibility as compared to the phase aberrations
considered.

Of the extra-SLIVER phase aberrations considered, only tilt and comatic aberrations affect the
visibility (see Fig. 2(b)).

3.2. Cramér–Rao lower bound

For each aberration, we computed σd, the square root of CRB for estimating the two-source
separation for an aberrated SLIVER interferometer with either pixelated or bucket detection at its
outputs. We scaled σd by σqCRB (the square root of the qCRB for the corresponding Gaussian
PSF [29]) to benchmark the degradation in performance of the SLIVER technique in the presence
of aberrations. The CRB with pixelated detection versus aberration severity is shown in Fig. 2(c)
for intra-SLIVER aberrations and in Fig. 2(d) for extra-SLIVER aberrations. Overall, most of
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Fig. 2. Effects of aberrations on visibility and estimation precision of source separa-
tion. Estimation precision of source separation is defined as σd =

√
CRB. (a, b) SLIVER

interferometer visibility as a function of the "aberration severity" unit for (a) intra-SLIVER
aberrations (i.e., aberrations at pupils P2 or P3 in Fig. 1(a)) and (b) extra-SLIVER aberrations
(i.e., aberrations at pupil P1 in Fig. 1(a)). (c, d) σd/σqCRB for SLIVER with pixelated
detection as a function of increasing aberration severity for a two source separation of
d = σPSF/10 for (c) intra-SLIVER and (d) extra-SLIVER aberrations.

the aberrations investigated tend to degrade the precision bound in a predictable, roughly linear
manner with increasing aberration severity within the range of severity considered.

The CRB versus increasing aberration severity is shown for each aberration in Figs. 2(c, d) and
S1-S13(a). Focusing on individual aberrations, phase tilt aberrations have the greatest negative
impact on overall SLIVER performance. The negative impact of a tilt aberration is expected
since the lowest order anti-symmetric mode contains the most information about the source
separation, and tilt is the lowest order anti-symmetric aberration. Looking at Figs. 2(c, d), S2,
and S7, we see that σd increases steeply in the presence of either intra- or extra-SLIVER tilt
aberration, emphasizing that special care should be taken to reduce phase tilt both within a
SLIVER interferometer and at its entrance.

Extra-SLIVER aberrations (i.e., those attributable to a system attached to the SLIVER
interferometer) have a more varied influence on SLIVER performance in comparison to intra-
SLIVER aberrations. For radially symmetric extra-SLIVER phase aberrations, such as defocus
or spherical aberration, the effect is negligible (see Figs. 2(d), S8-S9(a), and S11(a)), as the
interferometer arm realizing image inversion will still generate a complementary field to cancel
the unperturbed field when combined in the anti-symmetric channel. In contrast, for extra-
SLIVER aberrations with little to no radial symmetry (e.g., tilt or coma), the degradation in
SLIVER performance is dramatic (see Figs. 2(d), S7(a), and S10(a)), as after image inversion
such aberrations are roughly comparable to having twice as much aberration in one arm of
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Fig. 3. Effects of aberrations on estimation bias of source separation. Estimation bias
is defined as d̂ − d. (a, b) MLE d̂ of the source separation d when the model does not
account for the aberration for (a) intra-SLIVER aberrations (i.e., aberrations at pupils P2 or
P3 in Fig. 1(a)) and (b) extra-SLIVER aberrations (i.e., aberrations at pupil P1 in Fig. 1(a)).
(c, d) MLE d̂ of the source separation d when the model accounts for the exact type and
strength of aberration for (c) intra-SLIVER aberrations (i.e., aberrations at pupils P2 or P3
in Fig. 1(a)) and (d) extra-SLIVER aberrations (i.e., aberrations at pupil P1 in Fig. 1(a)).
The results shown in (a, b) correspond to 106 collected photons, while the results shown in
(c, d) correspond to only 104 collected photons. An aberration severity of 0.5 was used for
all aberrations investigated. All results correspond to pixelated detection of the SLIVER
outputs.

the interferometer. These results suggest that if a SLIVER interferometer is to be integrated
with an existing microscope/telescope, special care must be taken to reduce radially asymmetric
aberrations in the microscope/telescope.

3.2.1. Pixelated versus bucket detection of SLIVER outputs

The CRB of the separation versus aberration severity for both pixelated and bucket detection
SLIVER is shown in Figs. S1-S13(a), with pixelated detection indicated by solid lines and bucket
detection by dashed lines. For all aberrations and imperfections investigated, pixelated detection
at the outputs of the SLIVER system substantially outperforms bucket detection. For some
aberrations, pixelated detection allows for separation estimates reasonably close to the quantum
limit, while bucket detection fails dramatically. For example, when measuring a separation of
d = σPSF/20 in the presence of an interferometer arm misalignment of 0.05 pupil radii, σd for
bucket detection is nearly six times the quantum limit, while σd for pixelated detection is only
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Fig. 4. Aberration severity beyond which SLIVER may not provide a benefit. (a, b)
Separation CRB for a pixelated SLIVER measurement versus aberration severity compared to
the separation CRB obtained from an unaberrated, pure direct detection measurement (black
dashed line) for (a) intra-SLIVER and (b) extra-SLIVER aberrations. (c, d) Separation CRB
for a bucket SLIVER measurement versus aberration severity compared to the separation
CRB obtained from an unaberrated, pure direct detection measurement (black dashed line)
for (c) intra-SLIVER and (d) extra-SLIVER aberrations. All values of σd were computed
for a source separation of σPSF/10.

minimally affected (see Fig. S12(a)). As such, single photon sensitive pixelated detection is
likely necessary for most practical and precise applications of SLIVER.

To further emphasize the benefits of pixelated SLIVER – and of the SLIVER technique in
general – we compare σd for both pixelated and bucket detection SLIVER to the separation CRB
obtained for an unaberrated, purely direct detection measurement of two sources separated by
σPSF/10 in Fig. 4. With pixelated detection, all aberrations except tilt permit a lower CRB than
the purely direct detection measurement within the range of aberration severity considered (see
Fig. 4(a, b)). In contrast, the CRB for bucket detection SLIVER exceeds that of the unaberrated
direct detection measurement for several aberrations within the range of aberration severity
considered (see Fig. 4(c, d)). These results suggest that SLIVER with pixelated detection is a
robust tool for measuring sub-Rayleigh limit separations between two point sources, as it retains
a benefit over a perfect (unaberrated) direct detection measurement even for severe levels of
aberration in the SLIVER system.

3.3. Maximum likelihood estimate of d

MLE estimates of the source separation d were computed as described in Section 2.3. The MLE
using a model ignorant to the underlying aberration is summarized for aberrations isolated to
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one arm of the interferometer in Fig. 3(a) and for aberrations at the interferometer entrance in
Fig. 3(b). For individual aberrations, the MLE from the model incorporating knowledge of the
aberration is shown at varying signal levels in Figs. 3(c, d) and S1-S13(b).

For most aberrations and system imperfections considered, the MLE d̂ of the source separation
d was biased towards overestimating the separation when the model did not account for the
aberration (see Fig. 3(a, b)). Furthermore, as shown in Fig. 3(a, b), the bias of the estimator
was well beyond what might be considered acceptable when the model does not account for the
aberration, even for the relatively large number of photons collected (106). In contrast, the bias of
the estimator was typically minimal and followed predictable trends (with respect to separation
and total photons measured) when the model incorporated knowledge of the specific aberration
(see Figs. 3(c, d) and S1-S13(b)). As such, the bias of the MLE is likely less consequential than
an increased CRB of separation estimates, so long as one is able to characterize the aberrations
and include their effects in the model. For example, phase aberrations can be well-characterized
without the need for specialized hardware [32,33]. Similarly, asymmetric energy splitting by the
beamsplitters, which itself is relatively inconsequential, can be well-characterized to within <5%
by standard, low-precision optical power meters. Overall, these results suggest that aberrations
should be well-characterized after alignment of a SLIVER system and accounted for during data
analysis.

4. Conclusion

In this study, we numerically investigated the degradation of two source separation estimates
by SLIVER in the presence of optical aberrations and imperfections commonly encountered in
microscopy and interferometry. We have shown that the performance of a SLIVER system with
bucket detectors at its outputs rapidly degrades in the presence of even minor aberrations within
or at the entrance to the SLIVER interferometer. We have shown, in contrast, that a pixelated
SLIVER measurement (i.e., detecting the symmetric and anti-symmetric SLIVER outputs with
single-photon sensitive array detectors) is relatively robust to aberration, with pixelated SLIVER
being superior to a purely direct detection measurement alone for nearly all aberrations considered.
In particular, we have shown that a pixelated SLIVER measurement of the separation is superior
to a direct detection measurement for all intra-SLIVER aberrations (i.e., aberrations within the
interferometer) investigated except for phase tilt, suggesting that special care must be taken to
reduce phase tilt aberration within the SLIVER interferometer. We have shown that radially
symmetric aberrations present at the entrance of the SLIVER optical system have little effect on
its ability to resolve the separation between two sources, while radially asymmetric aberrations
can be especially deleterious to SLIVER performance. These results emphasize the importance
of careful alignment of the optical system to which a SLIVER interferometer is attached, ensuring,
for example, that collected light hits relevant optical interfaces at perpendicular angles (e.g., in
the context of microscopy, radially asymmetric aberrations often result from hitting diffractive
optical elements, such as lenses, at non-perpendicular angles) and that the optical system is
well-aligned to the interferometer. Finally, we have shown that the bias of the MLE of the
separation from pixelated SLIVER data is minimal and rather predictable when our model
incorporates knowledge of the aberrations plaguing the optical system. In summary, our results
demonstrate that SLIVER is a robust tool for measuring sub-Rayleigh separations between two
sources beyond the limits of direct detection so long as

• care is taken to reduce phase tilt aberration within the interferometer

• radially asymmetric phase aberrations, such as tilt or coma, are minimal in the optical
system (e.g., microscope or telescope) to which the SLIVER interferometer is attached

• the outputs of the SLIVER interferometer are measured by pixelated detectors
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• remaining aberrations are well-characterized and accounted for in analysis
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