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Artificial intelligence algorithms allow the separation of anatomical, benign, and
malignant structures in histological slides of the liver.

Digital image analysis on case level revealed overall highly satisfactory prediction
capability of our algorithm for the different histological classes, resulting in a tile
accuracy of 89% (38413/43059) and case accuracy of 94% (198/211).

Alarge curated data set of liver histology is provided for further optimization and
research.

Our algorithm can be applied in surgical liver pathology supporting decision
making in establishing the diagnosis.
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Abstract

Introduction: Differentiation of histologically similar structures in the liver,
including anatomical structures, benign bile duct lesions, or common types
of liver metastases, can be challenging with conventional histological tis-
sue sections alone. Accurate histopathological classification is paramount for
the diagnosis and adequate treatment of the disease. Deep learning algo-
rithms have been proposed for objective and consistent assessment of digital
histopathological images.

Materials and methods: In the present study, we trained and evaluated deep
learning algorithms based on the EfficientNetV2 and ResNetRS architectures
to discriminate between different histopathological classes. For the required
dataset, specialized surgical pathologists annotated seven different histological
classes, including different non-neoplastic anatomical structures, benign bile
duct lesions, and liver metastases from colorectal and pancreatic adenocarci-
noma in a large patient cohort. Annotation resulted in a total of 204.159 image
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1 | INTRODUCTION

Diagnosis of benign lesions, primary carcinoma, or metas-
tases in surgical pathology relies heavily on histological
evaluation using conventional methods, including hema-
toxylin and eosin stained and additional immunohisto-
chemistry sections. Although these procedures are well
established and used innumerably, in some cases an exact
diagnosis is not possible. This often results from the fact
that benign and malignant structures have similar his-
tological appearance. Additionally, it can be challenging
to discriminate between benign and malignant forma-
tions, which can arise side-by-side.! Various structures
within the liver may show a similar histological picture
by formation of glandular, ductal, or tubular structures.
In non-neoplastic liver tissue, these are anatomical bil-
iary ducts. Besides the preformed anatomical structures,
benign gland-like or ductal lesions in the liver can resem-
ble bile duct adenoma, peribiliary hamartoma; all of which
need to be confidently differentiated as non-malignant
from malignant liver lesions. Moreover, the exact histolog-
ical differentiation is rather complex for biopsy specimens,
since the sample size is small and can include both benign
and/or malignant structures.

Once specimens are categorized as malignant, further
histological subtyping is required for diagnostic purposes.
In general, malignant gland-like or ductal structures
in the liver are adenocarcinoma metastases, the most
common malignant neoplasms in the liver.>® Notably,
more than 5% of all cancer patients show synchronous
liver metastasis, which underlines the high medical need
of the correct diagnosis.* However, the determination
of the origin of adenocarcinoma metastases can be

publically available.

patches, followed by discrimination analysis using our deep learning models.
Model performance was evaluated on validation and test data using confusion

Results: Evaluation of the test set based on tiles and cases revealed overall highly
satisfactory prediction capability of our algorithm for the different histological
classes, resulting in a tile accuracy of 89% (38 413/43 059) and case accuracy of
94% (198/211). Importantly, the separation of metastasis versus benign lesions was
certainly confident on case level, confirming the classification model performed
with high diagnostic accuracy. Moreover, the whole curated raw data set is made

Conclusions: Deep learning is a promising approach in surgical liver pathology
supporting decision making in personalized medicine.

artificial intelligence, deep learning, liver metastasis, liver pathology, personalized medicine

difficult for pathologists, since adenocarcinoma of the
colo-rectum or the pancreas shows similar heterogeneous
growth patterns. They frequently present with glandu-
lar, ductular, or tubular patterns, but also cribriformic,
papillary, solid, or even single-cellular pattern can occur;
all intermixed with surrounding desmoplastic stroma or
necrotic areas. More often, various growth patterns are
dispersed within the tumour.’ For the exact diagnosis,
immunohistochemistry staining is often helpful.® How-
ever, the majority of cases are diagnosed by biopsy and
not up-front resection, and thus, the amount of tissue for
immunohistochemistry with multiple markers or molec-
ular testing (e.g. mutation analysis, microsatellite status)
is limited. As individualized and personalized medicine
becomes a part of clinical routine, tissue-saving diagnostic
methods will be necessary to avoid multiple biopsies and
ensure time sensitive therapy. In particular, unknown
primary cancers are frequently diagnosed as liver metas-
tasis using biopsy material with very little tumour
content®

Besides the mentioned diagnostic aspects, an often unat-
tended infrastructural point should be taken into account:
the worldwide decreasing number of pathologists with
an increasing number of (tumour) cases. Therefore, new
resource-saving methods with high diagnostic accuracy
are desirable to support clinical routine diagnostics.”*
Most recently, digitalization was successfully implemented
in surgical pathology for morphological-based tissue slide
analysis in routine diagnostic and research.” Previously,
it has been shown that deep learning algorithms can be
used to classify scanned histopathological tissue sections,
including the identification and differentiation of pan-
creatic anatomical structures, pancreatic intraepithelial
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Workflow overview. The trained model can be used assist pathologist in their diagnosis by discriminating important classes

within a given whole slide. In this study, we created data set of image tiles annotated by experienced pathologists and fitted a model to

respective data.

neoplasms, and pancreatic cancer with high accuracy.'%

Deep neural networks, in particular convolutional neu-
ronal networks (CNNs) are widely used algorithms for
image classification.' CNNs essentially consist of an
input layer, multiple hidden layers for operations such
as convolutions or pooling among others, and usually an
output layer. For more detailed information on CNNs see
Alzubaidi et al.”

To address these clinically highly relevant issues,
including differentiation between benign and malignant
liver lesions, histological subtyping, small amounts of
tissue, and accelerating infrastructural obstacles, we
performed the present study. Here, we train a CNN-based
deep learning network, which can accurately differen-
tiate between liver metastasis benign lesions as well
as identify and differentiate non-neoplastic anatomical
liver structures such as bile ducts and hepatocytes on
scanned histopathological slides. Our network can be
implemented in surgical pathology diagnostics to detect
the most frequent types of adenocarcinoma metastasis
in the liver with high accuracy and discrimination from
benign structures. The trained model should provide
more diagnostic confidence, uses small tissue samples,
avoids multiple biopsies, assures diagnostic quality, and
should help with the shrinking pathology resources. In
addition, the provided huge raw dataset can be extended
by pathologists and researchers to refine classification
algorithms.

2 | METHODS

Figure 1 displays a schematic overview of the anticipated
clinical implementation of the proposed algorithms.

2.1 | Patient data

Whole Hematoxilin and Eosin stained slides from patients
with liver metastases of colorectal adenocarcinoma
(n = 103), liver metastases of pancreatic adenocarcinoma
(n = 101), bile duct adenoma and peribiliary hamartoma
(n = 53) were extracted from the archive of the Institute
of Pathology, University Hospital Mainz. Tissue samples
were extracted from either resection specimen, needle
biopsies, or intraoperative frozen sections. All diagnoses
were made according to the World Health Organiza-
tion Classification of Tumours of the Gastrointestinal
Tract by board certified surgical pathologists, all with
specialization in surgical liver pathology. All slides with
representative tumour regions were scanned using an
automated slide scanner (Aperio AT2, Leica Biosystems,
Nussloch, Germany) with 400x magnification, as previ-
ously described. The correctness of annotated areas was
cross-validated by 4 independent surgical pathologists
(A.H. and M.M.G. University Medical Center Mainz) and
(T.A. and M.K. University Hospital Heidelberg). In all
samples, a consensus was obtained.'® Image data were
anonymized and are provided along with this manuscript
(Link: https://doi.org/10.11588/data/ YAZWIW).

The analysis was approved by the local ethics committee
of Heidelberg University (#870/21) and of the Univer-
sity Hospital Mainz (approval 2019—14390; Arztekammer
Rhineland-Palatinate).

2.2 | Image data

Scanned histopathological slides were imported into
QuPath" (v.0.1.2, University of Edinburgh, Edinburgh,


https://doi.org/10.11588/data/YAZWJW

4of13 CLINICAL AND ‘TRANSLATIONAL MEw KRIEGSMANN ET AL.
TABLE 1 Number of image patches and patients in the training, validation and test set.
Training, n (%) Validation, n (%) Test, n (%)
Class By patches By patient By patches By patient By patches By patient
Colorectal adenocarcinoma 23235 (60) 63 (61) 9140 (23) 21(20) 6568 (17) 19 (18)
Pancreatic adenocarcinoma 13030 (57) 61 (60) 4395 (19) 20 (20) 5950 (25) 20 (20)
Bile duct adenoma and 4353 (63) 31(58) 952 (14) 11(21) 1627 (23) 11(21)
peribiliary hamartoma
Necrosis 11291 (52) 76 (59) 5074 (23) 26 (20) 5513 (25) 26 (20)
Hepatic tissue 40118 (57) 128 (58) 16225 (23) 46 (21) 14537 (21) 47 (21)
Bile ducts 4759 (61) 99 (60) 1539 (20) 35 (21) 1511 (19) 30 (18)
Connective tissue 19942 (58) 116 (62) 7047 (21) 37(20) 7353 (21) 35(19)

UK) and annotated for the following 7 categories: liver
metastases of colorectal adenocarcinoma, liver metastases
of pancreatic adenocarcinoma, bile duct adenoma and
peribiliary hamartoma, necrosis, non-neoplastic hepatic
tissue, bile ducts, and connective tissue. Image patches
100 x 100 um (~395 X 395 px) in size were gener-
ated in QuPath, extracted on the local hard drive and
subsequently reviewed. Blurry images were deleted. The
number of image patches per class is highlighted in Table 1.
Representative image patches are displayed in Figure 2.

2.3 | Splitting of datasets into training,
validation and test set

Images from patients were separated into a training, a vali-
dation, and a test set with a target to achieve a distribution
of 60% (training), 20% (validation) and 20% (test), respec-
tively. All image patches from one patient were used in
only one of the respective sets. Since a single patient may
provide images for multiple classes, a naive random allo-
cation of all patients to the three sets might not result in
all classes being represented well in all three sets. Thus,
we performed an iterative stratified sampling, described
as follows. First we counted for each class the number
of patients that provided images for the respective class.
Then we iterated from the class with the lowest count to
the class with the highest count. In each iteration, we ran-
domly assigned patients to our sets that provide images for
the respective class and have not already been assigned in
a previous iteration to one of our three sets. The resulting
sets were not changed during the analyses. The splits by
image patches and patients are displayed in Table 1.

2.4 | Hardware and software

For training we used a Graphics Processing Unit
(GPU) instance from the bwForCluster Helix

(https://wiki.bwhpc.de/e/Helix) service from Heidel-
berg University with a single GPU, 8 processors and 16 GB
RAM. Further we used the Scientific Data Storage service
from Heidelberg University. Training was performed using
a singularity container image based on the TensorFlow
Docker container image.

2.5 | Training and validation of different
models

Each model was based on the EfficientNetV2 or the
ResNetRS architecture.’”?! Each trained configuration
makes use of random augmentation via the imgaug python
module, uses a batch size 0of 128, the AMSGrad optimizer (a
variant of the Adam optimizer’? with 81 =9, 82 = .999 and
¢=1.0x10"") and during training the data are sampled such
that there is no class imbalance and patients are not over
represented. In particular within each epoch, we sample
with replacement from all training tiles as follows:

1. We sample uniformly (each class is selected with equal
probability) from the available classes.

2. Within each class, we sample the patients that provide
tiles for these classes uniformly.

This strategy ensures that no class is under- or overrep-
resented during training. While classes are balanced with
this strategy, it might be that patients which provide tiles
for many classes are shown to the network more often than
patients which provide tiles for fewer classes. Each epoch
consists of 911 steps ( = [%J). We always use
random augmentation with N = 2 and M =10.

For each model configuration, the learning rate and
the used architecture is trained six different times to
account for the randomness involved in training a
model (e.g., the random weights initialization). We
display Matthews correlation coefficient (MCC) (cf.
‘metrics.MatthewsCorrelationCoefficient’” in  python
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FIGURE 2

Examples of image tiles. Image tiles 100 X 100 um in size from colorectal adenocarinoma (A), pancreatic adenocarcinoma

(B), benign bile duct lesions (C), necrosis (D), hepatic cells (E), bile duct (F) and connective tissue (G) are displayed.

package tensorflow_addons) and the macro average of the
area under the receiver operating characteristics curve
(AUC_MA) (cf. ‘keras.metrics.AUC’ in python package
tensorflow) to indicate overall prediction accuracy. Each
model was proposed with different input image sizes and
we resized our tiles to the particular size a model required
via the TensorFlow function tf.image.resize.

The baseline model (EfficientNetV2B0) was trained
with a learning rate of .01 and .001, an input size of
260 X 260 px, a dropout of .2 and M = 10 for random
augmentation.

Next, we scaled up, that is, input size, network depth
and width. In particular, we used the S instead of the BO
architecture (EfficientNetV2S). These models were trained
with learning rates .01, .001 and .0001 and an input size of
384 X 384 px.

Last, the ResNetRS50 architecture was trained with
learning rates .01, .001 and .0001, each with an input size
of 224 x 224 px.

We compared the different configurations (application
and learning rates) by plotting the respective best epochs

for each trained model. In particular, for each model we
plotted the five best epochs according to the validation
AUC_MA and the five best epochs according to MCC.
Moreover, the training times were compared between the
three architectures as a surrogate for the inference time.

To evaluate the performance of the models, confusion
matrices for image tiles and patients were created and
compared for validation and test data. Each confusion
matrix shows the number of tiles in respective actual and
predicted class, along with the percentage of actual tiles
affected. That is, the percentages in a row add up to 100%.
For case-based results, majority prediction of all tiles of a
specific class was calculated from that case. That is, a case
is composed of all tiles of a specific class (by annotation of
a pathologist) from a specific whole slide. We excluded the
EfficientNetV2S architecture form this evaluation, since its
performance was not significantly better compared to the
other models, but training times were much higher.

To visualize the similarity of the different classes, the
uniform manifold approximation and projection (UMAP)
was plotted of the activation layer just before the top dense
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layer (after the last average pooling layer) for tiles and for
cases. For cases, the median of tile based coordinates were
used.'®

All our codes are available at https://doi.org/10.11588/
data/YAZWIW.

3 | RESULTS

3.1 | Training, optimization and
validation of different models

The tissue sections were lege artis separated into a train-
ing cohort (60%), a validation cohort (20%), and a final test
cohort (20%). This resulted in a total of 116.728 image tiles
for training, 44.372 for validation and 43.059 for testing, out
of in total 204.159 image patches (cf. Table 1 for detailed
numbers). During training, the CNNs are optimized for the
classification of the images in the training set. The valida-
tion set is used for comparing model performance, since
the performance on the training set is not always reliable
in terms of generalization to other images. A model that
memorizes training images and respective classes will give
a high training performance. However, with images differ-
ent to the training images such models will fail to predict
the correct class.

The learning rate is a crucial parameter for the opti-
mization of models to the training data. Thus, we trained
our models using different learning rates and compared
the trained models using the validation data. Initial
training of models with the EfficientNetV2BO0 architecture
indicated a learning rate of .1 being too large: respective
models diverged (AUC ~.5). Hence, this learning rate was
not further used. Models trained with a learning rate .01
and .001 seem to perform best (AUC > .99), cf. Figure 3A.

In addition to the learning rate, the model architecture
can affect the prediction quality. Hence, we also tested
a larger model using the EfficientNetV2 architecture
(EfficientNetV2S) and a model of a different architecture
(ResNetRS50). Using the larger model (EfficientNetV2S),
we could again observe that learning rates of .01 and .001
performed best (Figure 3B), but the larger models did
not outperform the smaller models: both result in similar
AUC and MCC on the validation data (Figure 3A and
Figure 3B). With the ResNetRS50 architecture, a learning
rate of .001 resulted in best performance (Figure 3C) and
resulted in a similar AUC and MCC on the validation data
as well.

Figure 4A displays a comparison of all trained models.
For each architecture and learning rate, we compared the
validation AUC and MCC of the five best epochs (in terms
of validation MCC) of respective models. Within each met-
ric the values are scaled to facilitate a simpler comparison.

Figure 3A shows that with the EfficientNetV2 architec-
ture, a learning rate of either .01 or .001 performed well
(Figure 3A and B), with ResNetRS50 models a learning rate
of .001 is better (Figure 4A). Considering the MCC of the
validation data, the ResNetRS50 outperformed the other
models slightly, since the respective box is slightly higher.
However, according to the AUC the EfficientNetV2 models
perform slightly better.

The computational time needed for training and infer-
ence is an important aspect for the usefulness of our
models: specifically, a higher inference time does impose
significant costs associated with using the models rou-
tine diagnostic. In this regard, Figure 4B compares the
recorded training times for each model. The ResNetRS50
models training speed is similarly to the training speed
of the EfficientNetV2B0 models. Both models train about
two times faster than the larger EfficientNetV2S archi-
tecture. This was expected, since both EfficientNetV2B0
and ResNetRS50 are very small models in terms of the
number of weights (compared to EfficientNetV2S or other
common ResNetRS models) and the ResNetRS models are
competitive to EfficientNet in terms of speed and accuracy.
Notably, we assume that the inference time will behave
similar to the training times and as a result, we excluded
the EfficientNetV2S models from further comparisons due
to their much slower training speed but similar prediction
quality.

The two best performing models for the two remain-
ing architectures EfficientNetV2B0O and ResNetRS50 are
summarized in Table 2.

To select the final model, we investigated the validation
data based on tiles and patients in more depth. Confu-
sion matrices show good performance of both models,
reflected as high values on the diagonal. Problems were
noted mainly in the discrimination between liver metas-
tases of colorectal adenocarcinoma and liver metastases of
pancreatic adenocarcinoma (Figure S1A,B).

A UMAP of the activation layer just before the top dense
layer is a visual tool to check the representation of tiles,
which the network has learned and thus is another tool
to compare model performance. The representations dis-
played in the UMAP are used by the network for the
classifications. Ideally, all classes should be well separated
in the UMAP. This indicates that the internal representa-
tion of images for the different classes is also very different
within the network; and, hence, the network can distin-
guish them well. Respective UMAPs of the models from
given in Table 2 show slightly less sprinkled class clus-
ters with the EfficientNetV2BO model (Figure S2A,B).
However, the overall separation between classes for both
models seems similar. The UMAP summarized to patient
level show not much difference to the tile level (cf. Figure
S2A vs. S2B).
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TABLE 2 Best performing models based on MCC on validation data.
MCC (val.
Model Epoch (n) data)
EfficientNetV2B0 13 .93
ResNetRS50 13 .95

AUC_MA Learning

(val. data) rate i(n)
.99 .001 4

.99 .001 3

Abbreviations: AUC, accuracy; AUC_MA, Macro average of the area under the receiver operating characteristics curve; i; number of trained model (six models
were trained with each change of parameters; MCC, Matthews correlation coefficient.

Based on these performances, we selected the Efficient-
NetV2B0 model for evaluation of the test set.

3.2 | Evaluation of the test set

Since the final model was selected via its performance on
the validation data, respective prediction quality is not an
honest measure of the prediction accuracy when using
new images. Therefore, we performed the evaluation of the
model on the test set.

Evaluation of the confusion matrices for the test set
based on tiles and cases revealed overall highly satisfac-
tory prediction capability of our algorithm for the different
classes (tiles: accuracy = 89% [38413/43059]; cases: accu-
racy = 94% [198/211]).

On the level of image tiles, common misclassifications
included pancreatic adenocarcinoma predicted as colorec-
tal adenocarcinoma (44%) or vice versa (11%). It was
uncommon that benign anatomical tissue structures or
benign lesions were predicted as malignant tumours. The
most common misclassification in this regard occurred
with benign bile duct lesions, which were misclassified as
colorectal adenocarcinoma (2%). It was also not common
that malignant tumours were misclassified as normal hep-
atic cells or portal tract structures (2%). At the case level,
where all tiles of a specific class form one slide/patient,
adenocarcinoma metastasis (colorectal and pancreatic)
where never misclassified as benign tissue, when using
majority vote for the case predicition. Two cases of anatom-
ical tissue structures or benign lesions were misclassified
as malignant (colorectal or pancreatic adenocarcinoma).
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FIGURE 5 Testdata confusion matrices based on image tiles (A) and cases (B). On the level of image tiles and cases, the main

misclassification was cases of pancreatic adenocarcinoma predicted as colorectal adenocarcinoma.

Five cases of pancreatic adenocarcinoma (3%, 5/188) were
misclassified as colorectal adenocarcinoma. The respec-
tive confusion matrices based on image tiles and cases are
shown in Figure 5A,B. Importantly, malignant cases were
not misclassified as benign. Together, the low rates reflect
the high diagnostic accuracy of our model.

3.3 | Limitations

While the confusion matrices of our final model (Figure 5)
and the UMAP of the activation layer (Figure 6) show
a highly satisfactory separation between classes overall,
they also indicate that the discrimination between pan-
creatic adenocarcinoma and colorectal adenocarcinoma
remain difficult for the model: 25% of our pancreatic
adenocarcinoma cases were misclassified as colorectal
adenocarcinoma and ~15% of the colorectal adenocarci-
noma cases as pancreatic adenocarcinoma. In addition,
the UMAP shows a very large overlap with these two
classes. For routine diagnostics, these respective classifica-
tions may require additional validation. That the data used
for training, validation, and testing are relatively homoge-

neous (based on the preparing pathological institute and
the used scanner), may also influence the performance of
our models on other data. Nonetheless our study shows
that discrimination of the classes in our data seems plau-
sible and our published data and code allow to improve on
the limitations.

4 | DISCUSSION

Digital pathology, where images are reviewed on a com-
puter after high-resolution scanning of tissue on glass
slides, is an emerging method used routinely in the clini-
cal diagnostic setting.”® In the present study, we describe
the digital assessment of histopathological slides, which
has several potential advantages compared to the analog
microscopy. First, pathologists can work remote, which
allows rapid consultation of cases where special exper-
tise is needed, but not locally available.?? Moreover, in
emergencies, proven important during the coronavirus
pandemic 2019/2020, this method could ensure full avail-
ability of pathological diagnostics,24 and finally, adapted
clinical working times, which may raise surgical pathology
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FIGURE 6 Uniform manifold approximation and projection of the test set based on tiles (A) and patients (B). Dimensionality reduction
allows to recognize classes that are similar for the algorithm. Similar classes for the algorithm show close proximity, while classes that are not

similar are displayed with a larger distance.

to a more personal life situation compatible specialization
in medicine. The use of digital pathology tools will improve
the overall attractiveness to the field of surgical pathol-
ogy, which is required to sustain the increase in numbers
of complex cases and decline in specialized pathologists.”
Second, digital scanning has the advantage of automatic
quality control, which can be performed for each slide,
for example, to test for equivalency of block and slide
numbers or to assess correct staining. Thus, some steps in
the workflow, such as assigning slides to cases or archiv-
ing, can be accelerated. Third, digital images are usually
saved on local hard drives for a certain period of time,
which allows a rapid comparison of current to prior speci-
men. Besides the aforementioned infrastructural features,
digitalization of tissue sections allows the application of
deep learning algorithms with the potential to support
the objective, consistent clinical and diagnostic decision
making.>>?

Deep learning algorithms and CNN have been previ-
ously used to classify benign and malignant diseases on
conventionally stained, scanned histopathological slides
in various organs such as skin,'>?’ lung,'>"® breast,***’
prostate,>*?! or intestinal tissue."*> In addition, it was
used for the assignment of the tumour origin in unknown
primary cancers using a metastasized tumours from dif-
ferent anatomical sites (e.g., lymph node, liver), including
different types of adenocarcinoma, squamous cell carci-
noma, renal, or urothelial carcinoma; although without
discrimination of adjacent non-neoplastic or benign sim-
ilarly appearing structures,** as shown here.

For hepatobiliary and pancreatic tumours, there are
considerably much less publications on deep learning
histopathological classification algorithms.'*3*~3® Impor-
tantly, deep learning classification to differentiate his-
tologically similar appearing benign structures within
the liver, such as non-neoplastic biliary ducts or benign
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biliary tumours, from the far most common malignant
liver tumours, namely metastasis of colorectal and pan-
creatic adenocarcinoma, has not been investigated yet.
This might be due to the fact that besides liver biop-
sies, liver surgery is routinely performed only in highly
specialized cancer centers. Moreover, it is uncommon
that resection of liver metastases of pancreatic adeno-
carcinoma is performed, since prior studies suggested
no survival benefit of surgery in this setting.’’ There-
fore, large numbers of the respective tissue samples are
lacking. In our study, we included a series of 103 cases
for liver metastases of colorectal adenocarcinoma and
notably, 101 of pancreatic adenocarcinoma. In particu-
lar, the latter is a considerably large cohort given the
above-mentioned restrictions. Summarizing all classes, the
overall number of patients and importantly image patches
(204.159) used in this study is far above the range reported
in other studies on gastrointestinal and hepatobiliary
tumours.*

The pipeline used in this study is based on the Efficient-
NetV2 and the ResNetRS50 architectures. The Efficient-
NetV2 architecture is a refinement from its initial version,
which saves computational resources and outperforms
many common deep learning architectures on histopatho-
logical tasks.”’*® The architecture has been applied in
previous studies and achieved high image classification
accuracies on the ImageNet reference dataset.*” In order
to find a well performing model, we have applied common
techniques, such as image augmentation.?! Although there
is currently no gold standard, how to split the dataset into
training, validation, and test set, a proportion of 60% - 20%
- 20% has been performed previously.*

Most studies on the classification of benign and malig-
nant tumours on histopathological tissue sections focus
on the differentiation of only few different classes, usu-
ally tumour and non-tumour, or two different tumour
classes.>**! Although there are few exceptions,*’ the vast
majority of deep learning studies do not provide anno-
tated data, a full dataset of image patches and/or codes,
resulting in published data and algorithms that cannot be
independently validated or improved. To address these two
issues, we have annotated seven categories in liver tissue
including normal anatomical tissue structures, benign and
malignant lesions and provided the dataset and code. Our
data will allow clinical pathologists and researchers to vali-
date their results and develop novel deep learning methods
to support histopathological diagnostics and ultimately, to
implement these tools in patient care clinics. By provid-
ing these data from normal anatomical tissue structures,
our algorithm can in principle be applied to classify whole
slide sections, which avoids manual and time consuming
annotation of tumour regions prior to classification (see
Figure 1).

3

The performance of our model is highly satisfactory
and especially within the reported range, or even out-
performing it, when comparing to other deep learning
algorithms on histopathological images as reported in
other studies.!”'>*? It is remarkable that the model per-
formed very well on the differentiation of benign bile duct
lesions such as peribiliary hamartoma and biliary ade-
noma from metastasis from pancreatic adenocarcinoma, a
particularly challenging task even for specialized and expe-
rienced pathologist. The most common misclassification
on the image tile level occurred for pancreatic predicted
as colorectal adenocarcinoma (44%). On the case level,
five out of a total of 20 cases were misclassified for this
task (25%). For further optimization, a larger number of
patients would be necessary, a limitation of our study.
However, since the decision making of adenocarcinoma
was correct with very high confidence in all cases, the final
histological differentiation of colorectal and pancreatic
adenocarcinoma could be validated by further immuno-
histological stainings. In this regard, we believe that our
algorithm shows a considerably strong and applicable per-
formance, since final decision is still made by surgical
pathologists.

It is important to note that our algorithm has been
trained only on two different malignant tumour entities.
Thus, other tumours not included in the training set can-
not be recognized by our model. As a result, our deep
learning model can be used as a supplementary diag-
nostic tool and should always be validated by an expert
pathologist to avoid misinterpretations.

In summary, we show for the first time that a com-
prehensive series of automated identification and classi-
fication of common benign and malignant lesions in the
liver is possible by deep learning on scanned histological
tissue sections. Our work can contribute to an objective
and efficient workflow in routine diagnostics for highly
relevant diagnostic questions, such as the differentiation
between benign and malignant structures and the ori-
gin of frequent types of metastasis. This tool may aid
pathologists, especially in situations where limited tissue is
available, to establish and confirm the diagnosis. Further-
more, we provide an exceptional annotated liver dataset
for the development and validation of deep learning algo-
rithms which we provided to the scientific community. At
the end, this may be a step towards improved personalized
oncology therapy concepts, which will in the future inte-
grate large clinical, radiological and pathological data sets
using artificial intelligence.*
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