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Significance

Despite art’s connotation as a 
subjective field, we find that 
there is a quantifiable intrinsic 
memorability to artwork by 
studying 4,021 paintings from the 
Art Institute of Chicago. After 
examining visual properties of 
paintings and influences of the 
gallery setting, we reveal a model 
that can predict naturalistic 
memory for artwork based solely 
on its perceptual features. 
Additionally, we found through 
using ResMem, a neural network 
that predicts an image’s 
memorability, that memorability 
can predict what works of art 
become famous.
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Viewing art is often seen as a highly personal and subjective experience. However, 
are there universal factors that make a work of art memorable? We conducted three 
experiments, where we recorded online memory performance for 4,021 paintings 
from the Art Institute of Chicago, tested in- person memory after an unconstrained 
visit to the Art Institute, and obtained abstract attribute measures such as beauty 
and emotional valence for these pieces. Participants showed significant agreement in 
their memories both online and in- person, suggesting that pieces have an intrinsic 
“memorability” based solely on their visual properties that is predictive of memory in 
a naturalistic museum setting. Importantly, ResMem, a deep learning neural network 
designed to estimate image memorability, could significantly predict memory both 
online and in- person based on the images alone, and these predictions could not be 
explained by other low-  or high- level attributes like color, content type, aesthetics, 
and emotion. A regression comprising ResMem and other stimulus factors could 
predict as much as half of the variance of in- person memory performance. Further, 
ResMem could predict the fame of a piece, despite having no cultural or historical 
knowledge. These results suggest that perceptual features of a painting play a major 
role in influencing its success, both in memory for a museum visit and in cultural 
memory over generations.

memorability | naturalistic memory | art

Why do we remember seeing some works of art but not others? We may be inclined to 
believe that this experience is reflective of style preference, personal judgments, or even 
how one emotionally connects to a piece. As you navigate an art museum and store this 
experience in memory, many other factors may influence what you will remember, such 
as your level of attention or fatigue, your social interactions with the people around you, 
your previous experiences with artwork, and how you navigate around the exhibit. 
However, one’s memory of a work of art may have less to do with the observer than is 
expected, and rather the properties of the artwork itself.

Artwork could potentially have an intrinsic memorability, which reflects the likelihood 
that a given piece will be remembered across viewers, based purely on its visual properties. 
(1) People are highly consistent in what they remember and forget for a wide variety of 
stimuli such as face images (2), natural scene photographs (3), words (4), and even dance 
moves (5), suggesting that there is an intrinsic property to the stimulus that generalizes 
across observers. Image memorability has been shown to be independent of other 
viewer- oriented features such as attentional state (6), motivation (7), and personal pref-
erence (8). Further, while the surrounding context of an image has clear influences on 
memory (9), there is a separable memorability intrinsic to an image itself that influences 
memory regardless of the surrounding images (10, 11). This is exciting, because it suggests 
that memorability can be calculated from individual images and used to make predictions 
about people’s memories across tasks. Indeed, memorability as measured in an explicit 
intentional memory task can successfully predict memory in an implicit incidental memory 
task (12, 13), and memorability effects persist across long delays [1 week (14), possibly 
even years (15)].

Artwork presents an interesting test case to examine the generalizability of people’s 
memory. Viewing artwork is generally understood as a subjective experience, and it is 
often the goal of an artist or museum curator to leave a lasting and powerful impact on 
the viewer’s memory. A visit to an art museum may be one of the few times outside of an 
experiment that we view a series of static images with the intention of remembering them. 
Importantly, if there are intrinsic perceptual aspects to an image that makes it memorable, 
then it may be possible to make honed predictions of human memory in the real world. 
Here, we determine the factors that influence memory for paintings in both an online 
experiment and an in- person museum visit. We show that we can make targeted predic-
tions about which pieces people will remember, to the degree that we can predict the 
pieces that become culturally famous.
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Results

We conducted three experiments to design and test a model for 
predicting the art pieces that leave a lasting impact on one’s mem-
ory. In Experiment 1, we collected memory performance measures 
on all usable 4,021 paintings from the Art Institute of Chicago’s 
online database. 3,216 unique participants engaged in a contin-
uous recognition task on online experiment platform Amazon 
Mechanical Turk, where they indicated their memory (old/new) 
for a random subset of 50 target paintings intermixed with foils 
from the same image set (Fig. 1A). With counterbalancing, each 
painting was seen as a target image by at least 40 participants. We 
calculated the “memorability score” of each piece as its corrected 
recognition (CR) score across those participants, measured by the 
hit rate (HR) minus the false alarm (FA) rate.

Our first key question was whether participants tended to 
remember and forget the same pieces, or if their memory was 
idiosyncratic. A split- half consistency analysis across 1,000 itera-
tions showed that random participant halves had significant agree-
ment in the paintings that they remembered and forgot 
(Spearman–Brown corrected ρ = 0.53, P < 0.001). This suggests 
that works of art do have an intrinsic memorability that spans 
across participants. There was a wide spread in people’s memory 
performance for the pieces (Mean CR = 0.64, SD = 0.11, min = 
0.23, max = 0.95); examples at each extreme of memorability are 

shown in Fig. 2. We make all memory data publicly available, 
forming the largest dataset of art pieces with memory performance 
measures (https://osf.io/vhp5d/) (16).

We next assessed our ability to predict memory in this online 
experiment. We utilized ResMem, a deep learning neural network 
trained to predict the memorability of images based on a training 
set consisting primarily of real- world photographs (17). Prior work 
has shown that ResMem predictions significantly correlate with 
adult memory performance in a similar continuous recognition 
task for a wide range of photographs (Spearman ρ = 0.67) (17), 
but it has not been tested for predictions of memory for artwork, 
which vary highly in visual content and higher- level factors like 
meaning and cultural context. ResMem predictions for the 4,021 
art pieces (M = 0.73, SD = 0.12, min = 0.41, max = 0.98) showed 
a significant correlation with online human memory performance 
(Spearman ρ = 0.45, P < 0.0001), demonstrating that ResMem 
can predict the art pieces people will remember in an online 
experiment.

More importantly, we sought to test how well we could predict 
memory for art in the real world. In Experiment 2, separate partici-
pants (N = 19) engaged in an in- person experiment in the American 
Art wing of the Art Institute. Participants were instructed to freely 
explore each floor of the wing at their own pace, look at all of the 
paintings, and then exit to the hallway where they took a mobile 
experiment on their phones (Fig. 1B). The mobile experiment showed 
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Fig. 1. Methods for Experiments 1 to 3. (A) In an online experiment (Experiment 1), 3,216 participants performed a continuous recognition memory task, where 
they viewed images and pressed a key when they recognized an image from earlier in the sequence. (B) In an in- person experiment (Experiment 2), 19 new 
participants freely explored the Art Institute of Chicago, and then afterwards rated their memory for a set of target and foil paintings on their mobile phone. (C) 
In an online experiment (Experiment 3), 40 new participants provided ratings of beauty, emotion, interest, and familiarity for each painting.
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participants all 162 paintings in the wing, and asked participants to 
indicate their memory for each one, intermixed with foil paintings 
matched for content, region, and time period.

In- person participants were significantly consistent across 1,000 
random split- halves in the pieces they remembered and forgot 
(Spearman- Brown corrected ρ = 0.67, P < 0.001; descriptive sta-
tistics: M = 0.61, SD = 0.19, min = 0, max = 1). We next created 
a multiple regression model to test how well our neural network 
ResMem could predict in- person memory. By nature of these 
pieces existing alongside each other in the real world (Fig. 3), we 
also included predictors for real- world properties of these pieces 
that would be inaccessible to ResMem. Specifically, we included 
the physical size of each painting (area in cm2), its floor (1st or 
2nd), the average memorability of the other pieces in the same 
room, and the average size of the other pieces in the same room 
(see Materials and Methods for model specification). This model 
significantly predicted people’s memory in the museum (R2

adjusted = 
0.35, P < 0.0001, Cohen’s f  2 = 0.61, AIC = 390.41; see SI Appendix, 
Table S1 for detailed statistics). Among its predictors, ResMem 
was significantly able to predict in- person memory for the pieces 
(β = 0.18, t = 2.34, P = 0.020), although the memorability of 
surrounding pieces showed no influence (P = 0.091). Larger paint-
ings were also better remembered (β = 0.45, t = 3.21, P = 0.002), 
with a significant interaction (β = −0.24, t = 4.89, P < 0.0001) 
whereby smaller paintings gained a boost in memory when sur-
rounded by larger pieces (t = 2.41, P = 0.018, Cohen’s d = 0.60). 
Paintings on the second floor were also more memorable (β = 
−0.44, t = 6.11, P < 0.0001), possibly due to differences in the 
painting styles and content on each floor.

Next, we delved into visual and subjective properties that may 
influence memorability of a piece or account for ResMem’s suc-
cessful predictions. In Experiment 3, we asked online participants 
(N = 40) to rate all 162 in- person target paintings on a five- point 
scale based on their beauty, emotional valence, interest, and famil-
iarity (Fig. 1C). These features were chosen because they would 
most intuitively seem to predict memory for art pieces (e.g., more 

aesthetic pieces being more memorable). We also collected meas-
ures of low- level visual features for each piece, specifically testing 
color (mean and SD of hue, saturation, and luminance), spectral 
energy, and clutter. We also categorized each piece based on con-
tent type (abstract, indoor scene, outdoor scene, object- oriented, 
or portrait) and the presence of people.

No low- level visual properties showed a correlation with 
in- person memory performance, with the exception that less clut-
tered pieces were more memorable (SI Appendix, Table S2). 
Memorability did not vary by painting content or the presence of 
people (both P > 0.05, SI Appendix, Table S2). In- person memory 
also showed no correlation with ratings of beauty (P = 0.792), 
familiarity (P = 0.375), or emotion (P = 0.304, nor emotion inten-
sity: See SI Appendix). However, memory performance was signif-
icantly correlated with how interesting people found the piece 
(Spearman ρ = 0.28, P = 0.0003). We included the subjective 
attributes into our multiple regression model, and observed an 
improvement in prediction, with a lower Akaike Information 
Criterion (R2

adjusted = 0.44, P < 0.0001, Cohen’s f  2 = 0.93, AIC = 
370.00). All prior significant regressors remained as significant 
predictors of in- person memory (SI Appendix, Table S3, see 
SI Appendix, Table S4 for unique variance of each factor), includ-
ing ResMem- predicted memorability (β = 0.35, t = 4.28, P < 
0.0001), painting size (β = 0.39, t = 2.93, P = 0.004), the inter-
action with the sizes of surrounding pieces (β = −0.18, t = 3.92, 
P = 0.0001), and floor (β = −0.43, t = 5.59, P < 0.0001). Beauty, 
familiarity, and emotion were nonsignificant predictors (P > 0.15), 
although interest was a significant predictor (β = 0.46, t = 4.78, 
P < 0.0001). A data- driven stepwise regression (SI Appendix, 
Table S5) including all properties measured in this study as possible 
predictors (R2

adjusted = 0.53, P < 0.0001, Cohen’s f  2 = 1.27, AIC = 
344.77) also maintained a significant unique contribution of 
ResMem- predicted memorability (β = 0.28, t = 4.14, P = 0.0001). 
The high R2 of these models suggests that half of the variance in 
memory can be manipulated through these factors external to the 
observer (e.g., image memorability, painting size, surrounding 
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pieces). These results also suggest that ResMem’s successful pre-
dictions of memory occur beyond any contribution of subjective 
properties like how interesting a piece is and cannot be explained 
by low- level features like color or general content of the piece. 
Also, surprisingly, features such as the beauty or emotion of a piece 
do not predict your ability to remember it.

We have shown that the neural network ResMem can make 
successful predictions of human memory, both in an online mem-
ory experiment (Experiment 1) and in an in- person visit to a 
museum (Experiment 2). Further, ResMem’s success cannot be 
fully accounted for by other low- level and subjective characteristics 
of a painting (Experiment 3).

The strongest test of the ability to predict human memory is to 
assess what pieces last in cultural memory across generations and 
society: the fame of a piece. 216 paintings in the Art Institute’s 
database are labeled as “boosted” by museum curators in the Art 
Institute online database, as pieces that are particularly famous and 
deserve extra publicity (such as Self- Portrait by Vincent Van Gogh, 
Cow's Skull with Calico Roses by Georgia O’Keeffe, and American 
Gothic by Grant Wood). These pieces were intentionally excluded 
from all experiments reported here due to their extremely high 
familiarity. However, we collected ResMem memorability score 

predictions for each of these paintings. We found that these famous 
paintings had significantly higher ResMem- predicted memorability 
than non- boosted paintings (t = 2.17, P = 0.030, Cohen’s d = 0.16), 
despite ResMem having no knowledge of art history, cultural sig-
nificance, or cultural context. These results suggest that part of what 
causes a painting to be successful could be intrinsic visual properties 
of the piece that make it last in memory across people.

Discussion

Here, we have demonstrated the remarkable ability of a neural 
network, ResMem, to predict memory for art in a gallery, as well 
as the fame of a piece. This model can be used as a powerful tool 
to help design pieces and galleries that ensure the greatest impact 
on a viewer’s memory. We have also determined other factors that 
influence the memory for a piece in the real world: its size and the 
level of interest it conjures. A model combining all factors is able 
to predict as much as half of the variance in memory performance, 
suggesting that much of memory for images is external to the 
observer and can be manipulated. This has important implications 
for artists and curators, who can have an impressive amount of 
control over the memory of the viewer through changing these 
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factors. Surprisingly, many other factors such as beauty, emotion, 
or color appear to make little impact on a piece’s ability to be 
remembered. These results highlight a surprising consistency in 
people’s memory for art—while art appreciation feels like an 
entirely subjective experience, there are universals in the types of 
pieces that will last in our memories.

One important question we are left with is what is ResMem 
using to determine the intrinsic memorability of a piece? Several 
studies have shown that the distinctiveness of an image in relation 
to its surrounding images influences people’s memories (9, 10, 18). 
However, here we isolate a property of memorability that is intrin-
sic to individual images and separable from image context—as 
shown by ResMem’s ability to predict memorability without any 
contextual information. Indeed, recent work has shown that item 
memorability and experimental context are separable influences 
on memory, and that item memorability may relate more to the 
prototypicality of a stimulus than its distinctiveness (11). Future 
work can expand upon the current model by incorporating meas-
ures of set similarity or confusability in addition to image mem-
orability to make even better honed predictions of memory. In 
terms of the features that make images memorable, prior work 
has shown that image memorability is more reliant on high- level 
semantic properties of an image, such as the function of what is 
depicted, rather than low- level visual properties like color, con-
trast, or edges (8, 11, 13). Given our limited memory capacity, 
memorability effects are thought to reflect how our brain prior-
itizes incoming visual information for what should be encoded, 
based on the visual statistics of the world (4, 12, 19). Indeed, 
recent work has shown that images that are memorable tend to 
be more quickly reinstated (4), may cause a more efficient pro-
cessing state (9, 20), and may be the items that most successfully 
make it through the visual working memory bottleneck into 
long- term memory (21). The fact that less cluttered pieces are 
more memorable (SI Appendix) may support the idea that more 
easily processed items tend to be more memorable. However, based 
on prior work, it does not appear to be the case that memorable 
images just drive higher attention (6, 7, 22). Research is still ongoing 
to understand the precise factors that make an image memorable. 
In fact, while the average person has mixed insight into what is 
memorable that underperforms ResMem’s predictions (8, 23, 24), 
it is possible that some artists may have particularly good intui-
tions about memorability that cause their pieces to be successful. 
Thus, further study with artists could provide fruitful discoveries 
on the factors that make a piece memorable. For example, one 
could create novel pieces designed to intentionally vary in mem-
orability, with no chance of prior familiarity. In the meantime, 
this work has resounding implications for fields such as advertis-
ing, education, museum curation, art- making, and has already 
shown potential for improving diagnostic tests of early Alzheimer’s 
disease (25). In sum, despite the highly personal nature of both 
art- making and viewing, our memories of art are surprisingly pre-
dictable and universal.

Materials and Methods

Experiment 1.
Participants. A total of 3,216 adults participated from the online experiment 
platform Amazon Mechanical Turk (AMT; 1,653 female, 1,383 male, 180 other; 
Mage = 39.0, SD = 12.4). In order to be recruited, participants had to be located 
in the United States, with at least a 95% approval rating on at least 50 prior tasks. 
Participants also had to correctly answer three basic English common- sense ques-
tions and provide at least one correct key press on the memory task in order to 
pass the task. The number of participants to recruit was determined as the number 
of participants required to get at least 40 ratings on each image in the database, 

as 40 ratings has been shown in prior work to be sufficient to estimate memora-
bility scores for a single image (3). Participants in all Experiments consented to 
participation and were compensated for their time. The full study protocol was 
approved by the University of Chicago Institutional Review Board (IRB19- 1395).
Stimuli. Stimuli consisted of 4,021 paintings in the online collection of the Art 
Institute of Chicago (https://www.artic.edu/collection), of which 725 are physically 
on display at the museum. These paintings span a diversity of media and content, 
composed of acrylic, oil, tempera, gouache, and watercolor on two- dimensional 
substrates such as canvas and wooden panels. We excluded pieces labeled in 
the online database that: 1) had low image quality (e.g., pixelated), 2) were 
fully text pieces (e.g., book pages), 3) included the picture frame in their online 
image, 4) were photographs of three- dimensional pieces, or 5) had an extreme 
aspect ratio (i.e., extremely wide or tall) that would prevent viewing the piece in 
a single page online.

For each stimulus image, we also saved information about that image from 
the Art Institute’s online database. This database includes information regarding 
a painting’s title, medium, substrate, size (height and width in cm), color (hue, 
saturation, and luminance), and style. The database also marks a select subset of 
216 pieces as “boosted”, as pieces that are particularly famous and deserve extra 
publicity (e.g., Self- Portrait by Vincent Van Gogh, Cow’s Skull with Calico Roses by 
Georgia O’Keeffe, American Gothic by Grant Wood). We excluded these boosted 
pieces from the 4,021 set used by all experiments and experiment analyses, to 
avoid effects of high familiarity on memory. However, we do analyze the memo-
rability of these pieces with the neural network ResMem.
Procedures. Participants engaged in a continuous recognition task, as has been 
used in prior work to obtain memorability scores for photographs (2, 3). Participants 
viewed a stream of 256 images and had to press the “R” key whenever they identi-
fied a repeated image from earlier in the sequence. Each image was presented for 
1,200 ms, with an 800 ms interstimulus interval. 50 of these images were target 
images, for which their repetition occurred at least 30 s later. The remaining images 
were filler foil images, for which some repeated after a brief interval (1 to 5 images) 
to maintain participant vigilance. From the participant perspective, nothing differ-
entiated targets from foil images. Images were pseudorandomly selected across 
individual participants’ experiments so that each of the 4,021 stimuli were viewed 
as targets by at least 40 participants (with the foils also coming from the pool of 
4,021 stimuli). For each image, we then calculated its HR as the proportion of par-
ticipants who correctly identified that image as a repeat, amongst those who saw it 
as a repeated target. We also calculated its false alarm rate (FA) as the proportion of 
participants who pressed the “R” key on the first presentation of the image, amongst 
those who saw it as a target. We calculated the memorability score for each image as 
the CR rate, or HR–FA. Prior work has shown that memorability effects hold regardless 
of whether HR, FA, CR, or d- prime are used as the measure of memorability (2). The 
experiment took approximately 9 min and participants were compensated $1.00 
each for their participation.
Analyses. To test whether participants show agreement in what images they 
remember and forget, we conducted a split- half consistency analysis across 1,000 
iterations. For each iteration, the participant pool was split into two random halves, 
and CR score was computed for each image within each participant half. We then 
calculated the Spearman rank correlation of the two sets of CR scores (from each 
participant half) and corrected it with Spearman–Brown split- half reliability cor-
rection. The final consistency was taken as the mean correlation coefficient across 
the 1,000 iterations. A P value was estimated with a permutation test, by shuffling 
the image order for one of the two participant halves, and then correlating it with 
the other half. This provides an estimate of the null hypothesis (that there is no 
relationship between participant halves). The final consistency was compared 
against 1,000 shuffled null correlations to provide a final P value.

Experiment 2.
Participants. Twenty adults in the Chicago area participated in this in- person 
experiment. Participants were only recruited if they had not visited the Art Institute 
of Chicago in the last 6 mo. One participant withdrew partway through due to 
mobility issues, resulting in a final N = 19 (11 females, 8 males; Mage = 24.1, 
SD = 7.2). After the participants completed the experiment, the Art Institute closed 
the wing for renovations and has since changed the pieces in the wing.
Stimuli. Target images for this experiment were the 162 nonboosted pieces from 
the American Art wing at the Art Institute of Chicago. We also selected 166 foil 
images for use in the mobile memory experiment. Foil images were selected 
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from the larger database of 4,021 paintings and were selected to be made in 
the same region, time period, and media as the target paintings. When possible, 
foil paintings were also selected from the same artists as the target paintings. 
This selection process was done to ensure that participants were relying on their 
memory for specific pieces rather than more general features like the painting’s 
style or subject. Both target and foil images are also part of the larger set of 4,021 
paintings used in 
Experiment 1.

We also collected spatial features about each of the 162 target paintings. We 
mapped out the American Art wing in order to find the exact location of each 
painting (wall, gallery, and floor). This allowed us to identify which paintings were 
in the same room (gallery) as each other. We also retrieved measures of physical 
size (area in cm2) for each painting from the Art Institute’s online database.
Procedures. Each participant was instructed to visit both floors of the American 
Art wing and view all paintings in this wing (exact instructions in the SI Appendix). 
Participants first completed a demographics survey on their phone. Then, par-
ticipants were instructed to visit one floor (N = 11 began with Floor 1, N = 8 
began with Floor 2), complete a survey (a memory test for the pieces on that 
floor), visit the other floor, and then complete another survey (a memory test 
for the pieces on that floor). Participants were not explicitly told that they would 
complete a memory task, however they likely could guess for the second floor 
that they visited. However, prior work has shown that memorability effects can 
seamlessly translate between intentional and incidental memory paradigms (12). 
Participants were allowed to explore the wing freely, with no time or viewing order 
constraints. If the participants came with friends, they were also able to interact 
freely with their friends but were instructed not to discuss anything related to 
the experiment until it was completed. The experimenter was not always present 
for all participant trials (as instructions were sent over e- mail, see SI Appendix), 
but when the experimenter was present, they stayed separate from participants 
during their free exploration of the museum. The experiment was conducted 
when the Art Institute was at a limited 25% capacity due to COVID- 19, allowing 
participants to freely view the pieces without large crowds (the Art Institute typi-
cally has 1.5 million visitors annually).

When participants were done viewing all paintings on each floor, they were 
told to exit to a seat in a hallway where none of the paintings were in view. 
They then completed self- paced surveys on their mobile phone, in which they 
viewed each of the 162 paintings randomly intermixed with 166 foil paintings. 
Each survey contained the target paintings for one of the given floors, as well 
as an appropriate subset of foil images. Participants had to mark if they did or 
did not remember seeing each painting, from a scale of 1 (definitely not) to 5 
(definitely yes). In our analyses, ratings of 1, 2, or 3 were collapsed to indicate no 
memory, and ratings of 4 and 5 were collapsed to indicate presence of a memory. 
Participants were compensated $10 for their time, in addition to free admission 
to the Art Institute.
Analysis. In this Experiment, in- person memory for a given painting was meas-
ured by its HR, or the proportion of participants who successfully identified seeing 
that image in the museum. We did not have FA rates for these images (only for the 
matched foil images), as all paintings in the wing served as targets. To examine the 
factors contributing to in- person memory, we tested a multiple linear regression 
model. In this model, we aimed to make predictions at the image- level. Below is 
how the model was specified:

(

in−person hit rate for a painting
)

∼ β1 ∗ (ResMem score)

+ β2 ∗
(

painting size
)

+ β3 ∗
(

floor
)

+ β4 ∗
(

surrounding ResMem score
)

+ β5 ∗
(

surrounding size
)

+ β6 ∗ (ResMem score):
(

surrounding ResMem score
)

+ β7 ∗
(

painting size
)

:
(

surrounding size
)

+ β0.

ResMem score was the predicted memorability for a given image (see The 
ResMem Deep Learning Neural Network). Painting size was the real- world area 
of the painting (cm2). Floor was the floor of the wing (1 or 2), where the sec-
ond floor contained fewer pieces (68 paintings, versus 94 paintings on the first 
floor) with more varied content. Surrounding ResMem score was the average 

ResMem- predicted memorability of the other pieces in the same gallery room. 
Surrounding size was the average area of the other pieces in the same gallery 
room. We also looked at whether there was a statistical interaction between the 
memorability of the current piece and the surrounding pieces, as well as the 
size of the current piece and the surrounding pieces. The last term represents 
the intercept of the model. All predictors were standardized before they were 
entered into the model.

Experiment 3.
Participants. Forty participants were recruited on the online experimental plat-
form Prolific to provide subjective ratings for the paintings (25 females, 15 males; 
Mage = 37.4, SD = 12.5). In order to be recruited, participants had to be located in 
the United States, have at least a 90% approval rating on at least 50 prior tasks, 
as well as English as their first language.
Stimuli. The 162 target paintings from Experiment 2 were used for this 
experiment.
Procedures. Participants saw a subset of 40 or 41 of the paintings, presented 
in a random order. For each painting, they were instructed to rate each piece 
for four attributes on a Likert scale of 1 to 5. Participants rated 1) its beauty 
(“how beautiful do you find this painting?”: not at all beautiful to extremely 
beautiful), 2) its emotionality (“what type of emotions do you feel when view-
ing this painting?”: extremely negative to extremely positive), 3) its interest 
(“how interesting do you find this painting?”: not at all interesting to extremely 
interesting), and 4) its familiarity (“how familiar are you with this painting?”: 
not at all familiar to extremely familiar). The paintings were counterbalanced 
across experiments so that each painting was rated on the four traits by 10 
participants. The task took approximately 12 min, and participants were com-
pensated $1.60.
Analysis. Average ratings for the paintings were included as additional regressors 
in the multiple regression model (bolded below):
(

in−person hit rate for a painting
)

∼ β1 ∗ (ResMem score)

+ β2 ∗
(

painting size
)

+ β3 ∗
(

floor
)

+ β4 ∗
(

surrounding ResMem score
)

+ β5 ∗
(

surrounding size
)

+ β6 ∗ (ResMem score):
(

surrounding ResMem score
)

+β7 ∗
(

paintingsize
)

:

(

surrounding size
)

+ �8 ∗
(

beauty
)

+ �9 ∗
(

emotion
)

+ �10 ∗
(

interest
)

+ �11 ∗
(

familiarity
)

+ β0.

All regressors were standardized before they were entered into the model. Model 
performance was assessed with adjusted R2 and Akaike Information Criterion (AIC).

We also ran a data- driven stepwise regression with forward selection and 
backward elimination (P < 0.05 to be added, P > 0.10 to be removed) to deter-
mine the best possible model with all the factors we measured. We included as 
possible predictors: ResMem score, painting size, floor, surrounding ResMem 
score, surrounding size, beauty, emotion, interest, familiarity, mean hue, mean 
saturation, mean luminance, hue contrast, saturation contrast, luminance con-
trast, visual clutter, spectral energy, number of pieces in the same room, painting 
category, and the presence of people. The results of this model are reported in 
SI Appendix, Table S5.

The ResMem Deep Learning Neural Network. ResMem is a deep learning neu-
ral network designed to predict the intrinsic memorability of an image (17). Several 
other neural networks have been developed for this purpose (26–30), but ResMem 
is one of the more recent models and has shown high generalizability to other tasks 
and image sets (11, 31, 32). Its architecture consists of two branches of processing. 
The first branch uses the architecture of AlexNet (33), a shallow neural network of 
8 layers that has been shown to make successful predictions of object categories 
from images and shows similarities to the human visual processing stream (34). 
The second branch uses the architecture of ResNet- 152, a deeper neural network of 
152 layers that is thought to be able to extract deeper, semantic information from 
an image due to its depth and ability to skip layers through residual connections 
(35). It is currently thought that this deeper processing has allowed ResMem to 
improve performance in comparison to prior networks that used much shallower 

http://www.pnas.org/lookup/doi/10.1073/pnas.2302389120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2302389120#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2302389120#supplementary-materials
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architectures (26). The ResMem architecture was trained and validated with close 
to 70,000 images from a combined image set (26, 36) consisting mostly of pho-
tographs of various objects and scenes. These images were tested in a continuous 
recognition task (as in Experiment 1) and memorability was estimated by HR, which 
was used to train the network. ResMem has been shown to predict human memory 
performance for photographs with a Spearman rank correlation of ρ = 0.67 (17) and 
has been validated on novel image sets such as black and white scene photographs 
(25) and posed food photographs (32). However, ResMem had not yet been tested 
with artwork or predicting memory in the real world.

ResMem is a publicly available tool, where anyone can upload an image 
and see its predicted memorability score for that image (https://brainbridgelab.

uchicago.edu/resmem/). We collected ResMem predictions for each painting 
using this publicly available platform.

Data, Materials, and Software Availability. Data (csv files) have been deposited 
in Memorability of Art, on the Open Science Framework (https://osf.io/vhp5d/) (16).
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