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1  |  INTRODUC TION

The study of anatomy relies upon the ability to investigate 
three-dimensional (3D) spatial relationships between structures 
(Miller,  2000). Many authors have advocated that the best ap-
proach to learning anatomy is to use dissected cadaveric specimens 
within a dedicated ‘wet’ laboratory facility (Aziz et al., 2002; Kerby 
et al., 2011; Saltarelli et al., 2014; Schofield, 2014). However, such 
an approach can be problematic due to cost, chemical exposure or 
curriculum design (Bhat et al., 2019; Raja & Sultana, 2012). In a mod-
ern health science syllabus, the contact hours dedicated to learning 
anatomy, as well as staff to student ratios, are decreasing (Bergman 
et al., 2011; Mcbride & Drake, 2018), with some institutions opting 
out of the traditional laboratory experience in favour of contextu-
alising content within clinical scenarios (McLachlan et al.,  2004; 
McMenamin et al., 2018). Other institutions do not have access to 

specialised anatomical facilities as they are expensive to build and 
maintain (Goldman, 2010). In order to decrease anatomists' reliance 
on wet-laboratory learning environments, alternatives to physical 
specimen dissection are needed. The use of alternative laboratory 
pedagogies appears to be of no detriment to the learner (Wilson 
et al., 2018), providing reassurance to educators who wish to em-
brace digital technologies, simulation or hybrid education strategies.

Digitally constructed 3D anatomical learning resources are being 
increasingly adopted to either replicate or supplement the visual and 
tactile elements of the human gross anatomy laboratory experience 
(Hu et al.,  2009; Murgitroyd et al.,  2015; Nicholson et al.,  2006; 
Trautman et al., 2019). The transition toward the use of technology-
aided anatomy resources was accelerated by the COVID-19 
pandemic in 2020 (Singal et al.,  2020). Pather et al.  (2020) noted 
that during this period multiple body donor programs in Australia 
were suspended, decreasing cadaver availability. Consequently, 
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educational institutions have become more reliant on proprietary 
digital resources for their teaching.

Various modalities can be used to generate 3D anatomical learn-
ing resources, including stylised digital models, 3D printed models 
(Thomas et al., 2016; Ye et al., 2020), 3D renders of computed to-
mography (CT) and magnetic resonance imaging (MRI) datasets 
(Bueno et al.,  2021; Moore et al.,  2017), laser scanning (Rydmark 
et al., 1999) and photogrammetry (De Benedictis et al., 2018; Gurses 
et al., 2021). Models generated from each of these modalities has 
their own advantages and limitations. For example, digital and 3D 
printed models created by volume rendering CT and MRI datasets 
can possess excellent spatial resolution and cross-sectional informa-
tion (Tam, 2010). However, the surface texture and detail are lim-
ited, lacking photorealism when compared to with photogrammetry 
which can capture intricate, colour-accurate details of anatomical 
specimens (Dębski et al., 2021).

2  |  PHOTOGR AMMETRY A S A 3D DIGITAL 
TECHNOLOGY

Photogrammetry is a scientific technique whereby electromagnetic 
energy sources, most commonly the visible light spectrum, are used 
for measurement (Nebel et al., 2020). Using this method, digital 3D 
models can be produced from multiple overlapping 2D photographic 
still images. Objects may be captured either by rotating an object 
in front of a stationary camera or by moving the camera around a 
stationary object. This is referred to as ‘structure from motion’ (SfM) 
photogrammetry (Westoby et al., 2012). By photographing the ob-
ject from multiple planes and angles, the object's 3D visual charac-
teristics are captured in their entirety.

Knowledge of the fundamental principles of photogrammetry as-
sists the user in producing detailed models that closely replicate the 
original. Mathematical algorithms (collinearity equations) are applied 
to matching points in different still photos, most commonly by pro-
cessing digital images within photogrammetry software packages. 
Based on how these points have changed in each image, the equa-
tions reconstruct the position and angle of the camera. Rendering 
all image points in a three-dimensional space using x, y and z co-
ordinates produces a single virtual 3D model of the object.

When a robust protocol is performed correctly, photogramme-
try can resolve detail to any resolution and accuracy. Unlike CT or 
MRI, this technique cannot capture internal cross-sectional detail, 
nor can it be used to perform volume segmentation. The accuracy 
of photogrammetry is determined by camera quality, the quality and 
number of photos and the photogrammetry software package used 
(Westoby et al.,  2012). Image capture must be structured so that 
there is sufficient observational redundancy (overlap between im-
ages) to ensure mathematical calculations are performed reliably by 
the software (Luhmann et al., 2016). This technique produces pho-
torealistic surface texture, authentic colour rendition and accurate 
surface geometry (Li et al., 2020).

2.1  |  Application of photogrammetry in the 
anatomical sciences

Photogrammetry is currently increasing in popularity due to ease of 
use, a low technical barrier to entry and low start-up costs (Medina 
et al., 2020). This technique has only recently been applied for ana-
tomical purposes, having previously been used for diverse fields in-
cluding aerial mapping and architecture (Polidori, 2020).

Photogrammetry has the potential to take anatomy out of the 
dissection lab to any digital location. There is limited literature dis-
cussing the detailed methods employed by those who have used 
this technique for anatomical purposes, making these studies dif-
ficult to replicate. Some authors have not described the angles 
from which their images were captured (Burk & Johnson,  2019) 
and others were unable to disclose a detailed workflow due to 
their use of proprietary technology (Petriceks et al., 2018). Dębski 
et al. (2021) designed an impressive, but custom-built, workstation 
which required the use of bespoke equipment. Wesencraft and 
Clancy (2020) limited their study to a single cadaveric trunk and did 
not apply their method to other anatomical specimens, which may 
highlight deficiencies in the technique used. Nocerino et al. (2017) 
described a photogrammetric method to specifically capture white 
matter tracts of the brain using coded targets. These were placed 
onto the cortical surface of the specimen and rendered into the 
final model, which arguably impairs its appearance. There is a need 
to assess whether a single photogrammetry workflow can over-
come the aforementioned limitations and be successfully applied to 
multiple human organs.

Compared to other objects frequently captured with pho-
togrammetry, human cadaveric specimens present unique con-
straints. Wet specimens are flexible and easily deform over time, 
requiring some form of stabilisation. Large specimens are difficult 
to suspend due to their weight and may be too unstable to be placed 
on a turntable. Due to legal and licencing requirements, image ac-
quisition must be performed in a dedicated anatomy facility; typical 
photo studios are not suitable for this process as they do not adhere 
to occupational health and safety standards. Formalin-fixed (wet) 
specimens are preserved using potentially harmful agents such as 
formaldehyde and phenol (Ya'acob et al., 2013). Chemical fixatives 
necessitate laminar airflow; although ventilation reduces indoor 
pollutants, air currents can excessively dry wet specimens. While 
some authors have placed objects within a partially enclosed box 
for image capture (Apollonio et al., 2021), this may not be suitable 
for wet specimens as fixative concentrations within the confined 
working area could exceed recommended safe levels without ade-
quate ventilation.

This paper describes a detailed photogrammetry workflow, 
which can be used or adapted to create photorealistic digital 3D 
reproductions of formalin-fixed and plastinated specimens. In addi-
tion, it describes variables to be considered when digitising human 
material using photogrammetry including specimen selection, equip-
ment, camera parameters and imaging angles.
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3  |  METHODS

This research was performed at Curtin University's anatomy facil-
ity in Perth, Western Australia. Formalin-fixed (wet) and plastinated 
specimens were permitted to be used under the Anatomy Act of 
Western Australia (WA) (1930) and ethical approval was gained from 
Curtin University's Human Research Ethics Committee (approval 
number HRE2021-0226). The WA Department of Health, which is 
responsible for administering the WA Anatomy Act and regulating 
the use of human tissue, granted the authors permission to perform 
image acquisition and produce 3D reconstructions of cadaveric ma-
terial to be used for educational and research purposes. Additional 
permission was sought, and granted, for images contained within this 
article to be disseminated via publication. No identifying features of 
the donors were captured during the use of the workflow described.

Eight specimens were chosen according to their instructional 
value, clarity of prosection, uniqueness and preservation method. 
Wet specimens were stored in a 3% formalin solution when not in 
use and were drained of excess fluid and dabbed dry with an absor-
bent material to remove any surface fluids prior to image capture. In 
our facility, plastination was achieved by forced vacuum impregna-
tion of Biodur™ S10 (silicone) polymer into fixed specimens, as de-
veloped by Von Hagens (1979). An open-plan laboratory classroom 
was used as the photography location.

3.1  |  Specimen selection and preparation

Five formalin-fixed wet specimens were selected, including an iso-
lated stomach, complete colon, left and right lungs and whole brain. 
Each was chosen due to their unique characteristics and how they 
would test the workflow. To assess whether flexible and hollow vis-
cera could be supported in an anatomical position for image capture, 
the stomach and complete colon were used. Wet lungs assessed 
whether organs with limited stromal strength could be positioned 
without distortion or destruction of tissue. Brain capture evaluated 
whether two brain perspectives could be merged into a single model 
and whether small discrete structures, such as cranial nerves and cer-
ebral blood vessels, could be accurately rendered. For some speci-
mens, further prosection and reflection of structures was performed 
to improve clarity of features. If necessary, sutures were placed to 
anchor reflected organ walls and to strengthen the suspension sites.

Three plastinated specimens were selected, which included 
a heart, liver and thorax. The heart assessed whether the internal 
architecture of the cardiac chambers and coronary vasculature 
could be reconstructed. The liver assessed whether heavy, solid or-
gans could be suspended and homogenous surface texture recon-
structed. A plastinated thorax was used to assess whether complex 
concavities (e.g., costophrenic recesses) and layered skeletal muscles 
(e.g., intercostals and intrinsic back muscles) could be represented in 
3D. Prior to staging, foreign surface material (e.g., fibres) found on 
the specimens was removed. Otherwise, little or no preparation was 
required.

3.2  |  Specimen staging

Specimens were either suspended from the ceiling via dissection 
light mounting frames or placed on a supporting platform when it 
was impractical to suspend the specimen. Organs were suspended 
using cotton thread, fishing line or steel wire. Wet specimens, such 
as the stomach and large intestine required additional support due 
to their flexibility. The brain, due to its delicate nature, was posi-
tioned on a platform for support rather than being suspended. 
Further details of how staging was achieved for selected specimens 
are described below and depicted in Figure 1.

3.3  |  Suspension of the plastinated heart

The heart was suspended between two sets of ceiling mounted 
points by threading a wire through the brachiocephalic trunk and 
out of the left subclavian artery (Figure 1a, arrows 1 and 2). Inferior 
stabilisation of the specimen was achieved by a wire threaded be-
tween the right coronary and posterior interventricular arteries at 
the crux of the heart (arrow 3) which was anchored to a metal stand 
on the floor.

3.4  |  Suspension of the plastinated liver

Various methods of suspension were trialled, which aimed to avoid 
damage to the specimen due to its weight. The preferred technique 
suspended the liver in an inverted position. Two small pieces of 
wood were placed along the ligamentum teres and falciform liga-
ments and secured via haemostat compression (Figure 1b). The liver 
was suspended from two ceiling mounted points by threading cotton 
through the haemostat handles (arrows 1 and 2).

3.5  |  Suspension of a fixed wet colon

The isolated colon had lost its anatomical configuration that it would 
normally have in situ, therefore, the suspension method needed to 
replicate the position of the flexures, ileum and sigmoid colon. The 
specimen was suspended from ceiling mounted points using cotton 
thread at four strategic positions: the hepatic and splenic flexures, 
the sigmoid colon and ileum (Figure 1c, arrows 1–4). The small intes-
tine loops were placed in a specimen tray as they were not included 
in the images.

3.6  |  Suspension of a wet stomach

The specimen was sectioned at the oesophagus, superior to the 
gastro-oesophageal junction. Distally, the specimen was sectioned 
at the junction between the superior and descending parts of the 
duodenum. The greater and lesser omenta were removed from their 
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attachments. The posterior gastric wall was incised, reflected supe-
riorly and sutured to the posterior oesophagus in order to demon-
strate the internal structures of the gastric lumen (rugae and pyloric 
sphincter) and layers of the gastric wall.

A steel wire, attached to ceiling mounted points, was introduced 
through the stomach via the oesophagus and threaded medially 
through the duodenum (Figure 1d, arrows 1 and 2). The wire was 
used as a means of suspension and recreated the configuration of 
the lesser curvature. No additional stabilisation was necessary.

3.7  |  Suspension of right and left wet lungs

The right lung was oriented vertically with two cotton threads run-
ning transversely through the lung parenchyma, one superior to the 
other. The upper thread was positioned superior to the hilum on the 
medial surface and exited at the lateral costal surface of the superior 
lobe (Figure 1e, arrow 1). The lower thread entered the lung medially, 
inferior to the hilum, and exited at the lateral superior border of the 
inferior lobe (Figure 1e, arrow 2).

Due to the degree of consolidation in the posterior aspect of the 
left lung, it was suspended horizontally with two threads traversing 
the lung tissue from medial to lateral (Figure 1f, arrows 3 and 4). The 
threads were placed more posterior to the hilum than in the right 
lung and directed through the inferior lobe. This adequately stabi-
lised the specimen and prevented the lobes from separating due to 
gravity. This method was demonstrated to be a more stable arrange-
ment than vertical suspension.

3.8  |  Fixed wet brain positioning

A full brain specimen, with brainstem intact and subdural meninges 
present, was kept in a 10% formalin solution. Suspending the brain was 
considered, however, due to the softness of the tissue and the speci-
men's lack of structural rigidity, this was not attempted. Instead, it was 
placed on a plastic platform designed for a commercially produced brain 
model (Figure 1g,h). With this method it was only possible to image half 
of the specimen at a time, first, the inferior aspect and second, the su-
perior aspect. The two halves were merged in post-processing.

F I G U R E  1  Specimen staging. (a) Plastinated heart suspended via the cut lumina of the aortic arch branches with additional inferior 
stabilisation. (b) Plastinated liver suspended with haemostats, wood and thread. The suspension line is indicated with black arrows. (c) 
Posterior view of the suspended specimen with full lighting. The small bowel has been dissected, but not suspended, and was not included in 
the image capture. (d) Posterior view of a fixed, wet stomach suspended using steel wire which is hidden in the rugal folds (red arrows). Sutures 
have been placed to secure the wire within the superior part of the duodenum (black arrow). (e) demonstrates vertical suspension of the right 
lung, white arrowheads indicate placement of suspension lines. (f) demonstrates horizontal suspension of the left lung with suspension lines 
(black arrows), which was found to be a more stable configuration. (g) brain position during capture of inferior structures. (h) brain position 
during capture of superior structures. (i) Suspended plastinated thorax (left posterior oblique view). White arrows indicate suspension points.
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3.9  |  Plastinated thorax and diaphragm

The specimen used was sectioned transversely in two locations; su-
periorly through the T8 vertebra and inferiorly through the interver-
tebral disc at L2/3. The thorax was placed in a supine position, with 
the anterior aspect facing toward the ceiling. Two lines, attached to 
the ceiling, supported the anterior aspect of the specimen (Figure 1i, 
arrows 1 and 2) which were placed between the body of the sternum 
and fibrous pericardium. Both continued inferiorly through the cen-
tral tendon to either side of the xiphoid process. An additional two 
lines were placed through dissection defects in the thoracolumbar 
fascia, stabilising the specimen from below (Figure 1i, arrows 3 and 
4). The superior and inferior sides of the open thorax were placed 
toward the studio lighting, illuminating these regions.

3.10  |  Image acquisition

A Sony a7R mark IV digital single lens reflex (DSLR) camera body 
(61.2 Mpix, 35 mm full-frame equivalent) coupled with two prime 
lenses (Sony Sonnar T* E-Mount FE 55 mm f1.8 Zeiss, Sony FE 50 mm 
f1.4 Zeiss) were used to perform still image capture, except for the 
lung and liver specimens where a Canon EOS Rebel T1i with a 30 mm 
lens was used. The camera was mounted to a tripod (Manfrotto 
190X Pro 3) and a geared head (Sunwayfoto GH-Pro II Geared Head) 
which allowed for precise camera angle determination.

Images were captured in RAW format (uncompressed) to elim-
inate artefacts introduced by image compression. The camera was 
set to aperture priority mode, and an aperture of f18 (narrow aper-
ture) was selected to increase the depth of field, ensuring that both 
the object and background were in focus. When long shutter speeds 
were noted, the camera ISO (light sensitivity) was set to ISO200 to 
increase the camera's sensitivity to light. Otherwise, an ISO of 100 
was used to minimise image noise.

Eight studio lights (Godox SL-60 W), mounted on tripods (Neewer 
Pro 260 cm Alloy Stands) and equipped with internal diffusers and soft-
boxes (Neewer 120 cm Hexadecagon Softboxes) were used to supple-
ment the harsh fluorescent ambient lighting of the laboratory. To ensure 
all features of the specimen were evenly illuminated, the studio lights 
were angled alternately (above and below) surrounding the specimen. 
Half were positioned higher than the specimen and angled to illuminate 
the superior half of the specimen, while the remaining lights were po-
sitioned below the specimen and angled to illuminate the inferior half. 
Roof-mounted dissection lights were used as spotlights to improve light-
ing in and around cavities, for example chambers of cardiac ventricles.

Photographs were taken at or exceeding the minimum focussing 
distance of the lens (500 mm) to ensure accurate focus. The spec-
imen of interest filled the camera frame as much as possible while 
maintaining this distance. Image capture was completed in the same 
session to avoid alterations in the background environment and de-
formation of the suspension materials.

Images were acquired at seven orbital planes around the speci-
men, one horizontal (0°), three superior (+20°, +45° and +90°) and 

three inferior (−20°, −45° and −90°) (Figure 2a). For each orbit at 0°, 
+/− 20° and +/−45° images were captured at 10-degree intervals, 
a total 36 images/orbit. When the camera was positioned at 90° 
above and below the specimen, a minimum of four images, one 
per quadrant, were acquired in these orbits (Figure 2b). Additional 
spot-photos of small structures of interest were captured as 
necessary.

3.11  |  3D model generation

3.11.1  |  Image optimisation

Once acquired, images were imported into Adobe Photoshop (Adobe 
Photoshop CC 2021) and batch processed to auto-level image expo-
sure and convert them to a lossless Tag Image File Format (TIFF).

3.12  |  3D rendering

A standard photogrammetric workflow was followed using Agisoft 
Metashape (Agisoft, Version 1.7.3 build 12,473) on a Hewlett-
Packard Z4 G4 workstation (64GB RAM, Intel XeonW-2145 pro-
cessor) running Windows 10 (64 bit) and equipped with a NVIDIA 
Quadro RTX 4000 graphics card. Table  1 details the Metashape 
workflow processes, parameters, settings and rationales. Images 
were not manually masked as the presence of background ob-
jects supported extraction of feature points used for image align-
ment during processing. For further detail regarding the standard 
structure-from-motion photogrammetric workflow, please refer to 
Struck et al. (2019).

3.13  |  Model editing and deployment

Once processed, models were edited in Blender (Blender Inc, Version 
3.0.0) to digitally fill regions, which did not reconstruct and digitally 
erase suspension materials. Following this, models were imported 
and viewed on a custom JavaScript-based 3D viewer. All models 
were decimated to 500,000 faces from their original face count 
(Table  2) as it was determined that this was the optimal compro-
mise between model detail and smooth performance across differ-
ent devices. To ensure security when being used as an educational 
resource, the 3D viewer was hosted on a password-protected in-
stitutional learning management system that required students and 
staff to enter unique user credentials for access. Prior to accessing 
the 3D models, students were required to complete an online com-
pliance test which demonstrated their knowledge of the Anatomy 
Act of WA, their responsibilities to the donor as well as institutional 
requirements. Furthermore, staff and students are presented with 
a ‘terms of use’ page each time they access the models, where they 
are required to acknowledge that reproduction of the models in any 
format is strictly forbidden.
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4  |  RESULTS

In this section, 3D models resulting from the described photogram-
metric workflow are presented. All figures contain screenshots of 
digital models but not of the original specimens.

4.1  |  3D heart model

The superficial structures of the heart, including the great vessels 
and coronary vasculature are clearly depicted (Figure 3). Superficial 
internal structures of the cardiac chambers are observed, including 

the pectinate muscle and crista terminalis of the right atrium and 
chordae tendinae of the right ventricle. Noticeable gaps are present 
in the interventricular septum.

4.2  |  3D brain model

Two brain models, one depicting the superior aspect and the other 
inferior were merged into a single model using Metashape (Agisoft, 
Version 1.7.3 build 12,473). A transverse seam artefact at the model 
merge site is present, which can be observed interrupting the con-
tinuity of the central sulcus (Figure 4, Image A). The cerebral lobes, 

F I G U R E  2  Image acquisition planning. (a) Horizontal orbits (red) and camera angles (blue) used for image acquisition planning, relative to 
the anatomical specimen in the coronal plane. (b) Image acquisition plan in the transverse plane, that is image capture in one orbit of rotation. 
Straight red lines represent 90 degree angles, relative to the specimen. Angled blue lines represent camera perspectives.
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TA B L E  1  Metashape processes, parameters, settings and rationales.

Process Parameter Setting Rationale (if applicable)

Align photos Accuracy Highest Prevents downscaling of images for feature 
point selection

Generic Preselection On Default. Reduction of computation time for 
feature matching as initial feature mapping 
performed on down-sampled images

Reference Preselection Estimated Default. Reduction of computation time for 
photo alignment, uses estimated exterior 
orientation parameters

Key Point Limit 40,000 Recommended by Metashape

Tie Point Limit 4000 Recommended by Metashape

Exclude Stationary Tie Points On Supresses lens artefacts

Guided image matching Off Default

Adaptive camera model fitting Off Default

Build dense cloud

Quality Ultra high Prevents downscaling of original images

Depth filtering Aggressive Reduces excessive noise and artefacts in the 
dense cloud

Reuse depths maps On Reduces computation time for subsequent runs

Calculate point colors On Required for colour rendering of models

Calculate point confidence Off Parameter can be used for dense cloud filtering 
but this is not applied as filtering is done 
during the Build Mesh process

Build mesh Source Data Depth Maps Less resource intensive than generating from 
dense cloud.

Surface type Arbitrary (3D) Biological specimens are non-planar

Quality Ultra high Prevents downscaling during meshing. Uses 
original captured photographic information

Face count High Creates mesh with the highest possible faces, 
allows more detail in the representation of 
complex surfaces

Interpolation Enabled Default, automatically fills holes in model

Depth filtering Aggressive Setting reduced wet specimen artefacts during 
empirical testing

Calculate vertex colors On Required for colour rending of models

Reuse depth maps On Reduces computation time for subsequent runs

Build texture Texture Type Diffuse Map Default. Applies photographic texture map 
rather than geometric normal map or 
occlusion map

Source data Images Using original captured colour information

Mapping mode Keep uv Default. Reduces computation time for 
subsequent runs

Blending mode Mosaic Default

Texture size/count 16,384 × 1 Creates textures at 16 K resolution. Down-
sampling can be completed later if required.

Enable hole filling On Creates a smooth surface impression

Enable ghosting filter On Creates a smooth surface impression

Transfer texture Off Default

Decimate texture Face count 500,000 Increases computer performance when viewing 
models
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cerebellum, cerebroarterial circle, brainstem and selected cranial 
nerves are well visualised, as are subtle features, for example arach-
noid granulations (Figure 4).

4.3  |  3D colon model

The colon is demonstrated in its entirety from the ileocecal junc-
tion to the anal canal. The transverse colon has been successfully 
rendered, however there are large gaps in the greater omentum, 
particularly noticeable inferior to the splenic flexure (Figure  5, 
image A). Subtle macroscopic structures, such as the taenia coli, 
haustra and epiploic appendages were appreciated (Figure  5, 
image B).

4.4  |  3D liver model

The liver lobes, ligaments and blood vessels associated with the 
porta hepatis are well depicted (Figure 6). The structures of the bil-
iary tree are present, but are not well distinguished from the sur-
rounding tissue, particularly the common hepatic duct.

4.5  |  3D lung models

The lobes, fissures, apices and bases are all reconstructed (Figure 7). 
The left lung was re-orientated from a horizontal position (position 
at capture) to its anatomical position. This had no detrimental ef-
fects on its appearance. No reconstruction defects were observed. 
Obvious lung impressions, such as the aortic and cardiac, are visible 
with clear geometry. Subtle lung impressions, such as the azygos and 
right brachiocephalic are also clearly defined. The hilar structures 
are clear and identifiable (Figure 7, image B). No visible tearing of 
lung tissue occurred at the suspension points.

4.6  |  3D stomach model

The inferior oesophagus, stomach and proximal duodenum are re-
constructed. The internal features of the pyloric antrum and thin 
aspects of the greater omentum have not been rendered. The rugae 
and gastric wall layers can be observed (Figure 8, Image B).

4.7  |  3D thorax

The osseous ribs and costal cartilages are identifiable (Figure  9). 
Smaller structures, such as the fibres of the radiate sternocostal 
ligaments are well depicted. Separation between muscle layers 
can be observed between the intercostal and thoracic epaxial lay-
ers. The inferior aspect of the thoracic diaphragm and its apertures 
are reconstructed, however the costophrenic recesses and inferior 

pericardium are not (Video S1). These voids were digitally filled fol-
lowing the final render.

5  |  DISCUSSION

This study demonstrates the feasibility of producing photorealistic, 
360° 3D cadaveric models using a semi-standardised photogram-
metry workflow in conjunction with a professional grade DSLR 
for image acquisition. Detailed instructions have been provided to 
guide the anatomist on performing a 360° photographic survey in a 
conventional anatomy laboratory, without the need for specialised 
equipment, and which tissues are favourable for this process. These 
findings support previous studies which conclude that photogram-
metry can be successfully used to produce high quality digital mod-
els of human anatomical specimens (Burk & Johnson,  2019; Dixit 
et al., 2019; Dixit et al., 2020; Nocerino et al., 2017; Wesencraft & 
Clancy, 2020).

The creation of detailed anatomical models relied upon accu-
rately capturing fine surface texture data. As such, the camera with 
a high megapixel count and a large sensor (Sony a7R mark IV) was 
preferred as this reduced image noise and increased spatial resolu-
tion and light sensitivity. We have noted that the benefits of high-
resolution images become more obvious when models are used at 
high zoom levels, as small details (e.g., gastric wall layers and ce-
rebral vessels) maintain their clarity. To add detail on large speci-
mens, additional close-up images were acquired to ensure smaller 
structures of pre-determined interest were captured, such as the 
lung hilum, vermiform appendix, taenia coli and arcuate ligaments 
of the diaphragm. During processing it was verified that close-up 
images were successfully integrated into the models. We have not 
assessed whether omitting these would be detrimental to the mod-
els' appearance.

Multiple tissue types were well depicted including bone, skele-
tal and cardiac muscle, nerves, blood vessels and visceral features. 
Well-lit structures with heterogeneous surface texture (e.g., skeletal 
muscles) appeared to be successfully reconstructed with sufficient 
detail for fibre direction to be clearly identified. Poorly illuminated 
or shadowed structures (e.g., costophrenic recesses, interventricu-
lar septum) and excessively lit partially transparent structures (e.g., 
pericardium and omenta) were not well rendered, demonstrating 
multiple defects (holes or voids) in the reconstructed models. Due 
to this, it is recommended that specimens be uniformly lit. The use 
of spot lighting or a ring flash may assist to light shadowed areas, mi-
nimising reconstruction defects. However, excessive light intensity 
can produce reflection, which may also impair model construction.

A novel aspect of this study is in the method of large specimen 
suspension. Suspending the specimens enabled 360-degree access 
and allowed capture of the whole specimen in one photographic sur-
vey. This negated the need to merge two or more 3D models, such as 
what was required for the brain. Additionally, it allowed the organs 
to be placed in a position that approximates the shape of the struc-
ture in situ. However, to suspend specimens in this way was more 
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labour intensive, requiring additional planning and setup time when 
compared to placing specimens on a platform.

The method by which photographs were acquired successfully 
produced images that were clear and sharply focused. This ad-
dresses one of the challenges that Dixit et al.  (2019) found when 
performing photogrammetric image capture while using a turntable 
to incrementally move a specimen. Dixit et al. (2019) observed that 
small movements of the brain resulted in distortion of tissues. In 
our study, minimising specimen movement was a priority. This was 
achieved by keeping the specimen stationary while the camera was 
moved around the object. Nonetheless, long shutter speeds (>1 s) 
were found to be problematic for suspended specimens as they had 
small, but detectable, movements due to laboratory air flow. Due 
to obstruction from suspension lines, maintaining strict image cap-
ture intervals was not always possible, which did not appear to be 
of detriment to the final models. This suggests there was sufficient 
observational redundancy in our image capture process.

Plastinated specimens were found to be ideal for photogramme-
try. The silicon polymer confers structural rigidity which increases 
ease of specimen positioning. The tissue does not deform over time 
and the colour and texture is static. As there is no surface mois-
ture from chemical preservatives, reflection from the tissues is mi-
nimised. For some applications, wet specimens were found to be 
advantageous as they could be further prosected, prior to image 
capture, to demonstrate structures of interest. Due to their inher-
ent flexibility, specimens could be manipulated into anatomical po-
sition and structures could be reflected or separated to ensure that 
the 3D model was instructive and clear for students. However, wet 
specimens were noted to deform over time which is undesirable as 
stable ‘shape invariant’ geometry is necessary for accurate 3D re-
construction (Luhmann et al., 2016). By their nature, wet specimens 
desiccate with exposure to air which can change their appearance. 
Additionally, droplets of chemical fixatives can be reflective and 
were found to occupy texture detail when processed. Given the 
scenario where identical formalin-fixed and plastinated specimens 
were available, we would recommend that plastinated specimens be 
used for photogrammetric reconstruction. Fresh tissue could be an 
alternative, however our laboratory does not have access to unfixed 
human tissue, so we were unable to investigate how this material 
would affect photogrammetric reconstruction.

The workflow described has been successfully used to generate 
3D models additional to those presented, including formalin-fixed 
upper and lower limbs, the torso and its viscera and foot ligaments. 
Plastic anatomical models can also be digitised. As per other authors 
(Li et al., 2020; Waltenberger et al., 2021), we have produced bone 
specimens, including the skull base and lumbar vertebrae. However, 
due to the length of time necessary for photogrammetric image ac-
quisition and rendering, bone specimens may be reconstructed more 
efficiently by using CT imaging, which has a shorter acquisition time 
(Hamm et al., 2018).

During the course of workflow development, we attempted 
to digitise pathological specimens that had been chemically fixed 
and contained within acrylic glass containers (‘potted’ or ‘bottled’ TA
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specimens). Our attempts to reconstruct these were unsuccessful 
and deemed of an unsuitable quality for education. Acrylic glass pro-
duced specular reflection, even with the use of a circular polarising 
lens filter, which impaired reconstruction. It should be noted that 
other authors have not described this issue and successfully recon-
structed anatomical pathology specimens through photogrammetry 
(Vaduva et al., 2020).

This study did not examine the colour differences between the 
3D models produced and that of the original specimens. No colour 
calibration took place at the time of image acquisition and the colour 
profile may have changed during the auto-levelling process, leading 
to variation in the model. Furthermore, the models can be viewed 
on a variety of computer monitors, these are known to have variable 

colour profiles unless accurately calibrated (Clarke & Treanor, 2017). 
While colour replication is important, many anatomy-based visuali-
sation tools do not faithfully reproduce the colours of the original 
tissues. Examples of this include medical imaging datasets, computer 
generated models, 3D printed models and commercially available 
plastic models (McMenamin et al., 2014; McMenamin et al., 2021). 
The educational value of our 3D models is not anticipated to be ap-
preciably affected by their colour rendition.

The images acquired through this workflow were processed 
through one photogrammetry software package. Agisoft Metashape 
has been previously used for reconstruction of anatomical specimens 
by multiple authors (Burk & Johnson, 2019; Dixit et al., 2019; Kottner 
et al.,  2017; Wesencraft & Clancy,  2020) but other alternatives are 

F I G U R E  3  3D photogrammetric model of the heart. (a) (left) demonstrates the entire heart model. (b) (middle) demonstrates internal 
structures displayed in the lateral wall of the right atrium including the pectinate muscle (white arrowhead) and crista terminalis (yellow 
arrowhead). (c) (right) demonstrates the internal structures within the right ventricle and incomplete model development in the region of the 
interventricular septum (white arrows).

F I G U R E  4  3D photogrammetric model of the brain. (a) (top left) Lateral view of the brain, demonstrating the transverse seam at the 
model merge site (white arrowheads). (b) (top right) Inferior view, demonstrating the cerebroarterial circle and cranial nerves I, II and III 
(yellow arrows). (c) (bottom left) Right cerebellar folia. (d) (bottom right) Arachnoid granulations.
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available. All photogrammetry software packages would be expected 
to yield similar outcomes though we have not been able to verify this, 
presenting a potential limitation for this workflow. Reconstruction 
quality may also limited by the computer hardware available, in which 
case we would recommend downscaling the image resolution, which 
has been shown to reduce processing time (Benjamin et al., 2017).

The educational value of the 3D models produced in this study 
could further be enhanced by the ability to accurately measure the 
model and its features. While the structures should be proportioned 
accurately relative to other structures on the same model, there is 
no way to quantify and confirm this. The standard edition of the 
Metashape software, on which the 3D models were rendered, does 

not permit accurate model scaling. If photogrammetric models can 
be demonstrated to be accurately sized, these could be used for 
measurement of structures that are curved or too small to be easily 
measured with callipers. The professional version of the software is 
known to enable this functionality. When accurately scaled, mea-
surements of features obtained from photogrammetric 3D models 
have been found to be a highly accurate, approximating that of di-
rect measurement (Dai & Lu, 2010). Photogrammetric models also 
have the potential to demonstrate small anatomical structures with 
great precision. The spatial accuracy of the human eye can resolve 
measurement to 0.26 mm (Bould et al., 1999), which is based on the 
human eye's near-point of convergence, that is, the closest point at 
which the eye can focus without diplopia. This has been observed 
to be at a focal length of ~72 mm in a young population (Hashemi 
et al.,  2019). Unlike the original specimen, a 3D photogrammetric 
model can be viewed as if millimetres from the specimen surface and 
topographical detail remains clear and in sharp focus.

One advantage of utilising photogrammetry is its low financial 
barriers to entry. Costings for implementing the photogrammetry 
workflow described in this paper are detailed in Table 3. This is sub-
stantially lower than specialised commercially available equipment 
used for the production of 3D models, such as a structured light 
scanner, for example Artec Space Spider (USD$24800 at time of 
writing). For institutions that do not require a physical representa-
tion of the specimen, these costs are likely to be lower than estab-
lishing a 3D printing program for anatomical specimens (McMenamin 
et al., 2014).

From an educational perspective, these models can be imple-
mented into educational practice in several ways. As suggested 
by Erolin  (2019), they can be used in lectures when outside of an 
anatomy lab, in conjunction with a real specimen for identifica-
tion of structures, in place of fragile specimens or for self-directed 
study. The importance of having innovative modern alternatives to 

F I G U R E  5  3D photogrammetric model of the colon. (a) (left) demonstrates the entire colon model with reconstruction defect in greater 
omentum (red arrow). (b) (right) demonstrates a haustral fold (white arrow), epiploic appendage (yellow arrow) and taenia coli (green arrow).

F I G U R E  6  3D Photogrammetric model of the liver. A posterior 
view shows the reconstruction of the porta hepatis, hepatic lobes 
and gallbladder.
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in-person classroom experiences has been highlighted during the 
COVID-19 pandemic and is anticipated to persist due to cadaver 
shortages (Iwanaga, Loukas, et al., 2021; Pather et al., 2020; Singal 
et al.,  2020). When hosted online, virtual models are sufficiently 
scalable to be used in courses with large cohorts or those that are 
remotely delivered, which presents an advantage over 3D printed 
specimens.

For online assessments, digital labels could be placed anywhere 
on the model. This would allow for multiple test permutations and 
avoid damage from placing numbered pins in structures, as is common 
practice in ‘steeple-chase’ practical assessments. Meyer et al. (2016) 
suggested that images used in online practical anatomy assessments 
that offer a selection of views, directional labels and various zoom 
levels may increase student satisfaction. Using this technology, di-
rectional labels could be added and zoom functionality could enable 

testing of more detailed anatomy by labelling structures which are 
normally too small to accurately pin on a wet specimen (e.g. gastric 
wall layers). Photogrammetric specimens could also increase the ac-
cessibility of wet lab material by providing an acceptable alternative 
in cases where students are unable to learn in a traditional labora-
tory setting; for example, due to visual impairment, formaldehyde 
hypersensitivity or are pregnant/breastfeeding.

While photogrammetric models in this study portray photore-
alistic visualisations, it is unknown exactly how the models differ 
geometrically from the original. This may be of importance if pho-
togrammetric models are to be used for assessment or distributed 
learning, as close approximations of physical specimens are desir-
able for these use cases. Preliminary unpublished data indicate that 
these models are being widely used and are favourably received by 
students studying anatomy at our institution.

F I G U R E  7  3D photogrammetric model of the right lung. (a) (left) demonstrates the entire model (lateral view), dissection artefacts are 
indicated by white arrows. (b) (right) demonstrates the hilar structures including hyaline cartilage of the bronchial wall (white arrow), hilar 
lymph node (yellow arrow) and lumina of the pulmonary veins (green arrow).

F I G U R E  8  3D photogrammetric model of the stomach. (a) (left) demonstrates the entire model (posterior view). (b) (right) demonstrates a 
cross section of the gastric wall layers including mucosa (white arrow), submucosa (yellow arrow) and muscularis externa (green arrow).
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6  |  CONCLUSION

Photogrammetry is an established technique with a variety of ap-
plications and has only been recently utilised in the anatomical 
sciences. As such, there is scarce literature on how to overcome 
the unique requirements that cadaveric specimens pose to image 

capture and 3D rendering. This study has successfully developed a 
workflow that can be applied to any formalin-fixed or plastinated 
specimen for the generation of photorealistic 3D models whilst de-
scribing the limitations of this technique. With further exploration 
into improving the final models and novel implementation into anat-
omy curricula, 3D photogrammetric models could become a main-
stay in anatomical teaching.
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