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Inmammalian cells, the decision to proliferate is thought to be irreversibly made at
the restriction point of the cell cycle'?, when mitogen signalling engages a positive
feedbackloop between cyclin A2/cyclin-dependent kinase 2 (CDK2) and the
retinoblastoma protein®>. Contrary to this textbook model, here we show that the
decisionto proliferate is actually fully reversible. Instead, we find that all cycling cells
will exit the cell cycle in the absence of mitogens unless they make it to mitosis and
divide first. This temporal competition between two fates, mitosis and cell cycle exit,
arises because cyclin A2/CDK2 activity depends upon CDK4/6 activity throughout the
cell cycle, not justin G1 phase. Without mitogens, mitosis is only observed when the
half-life of cyclin A2 proteinis long enough to sustain CDK2 activity throughout G2/M.
Thus, cells are dependent on mitogens and CDK4/6 activity to maintain CDK2 activity
andretinoblastoma protein phosphorylation throughout interphase. Consequently,

evena?2-hdelayinacell’s progression towards mitosis caninduce cell cycle exit if
mitogen signalling is lost. Our results uncover the molecular mechanism underlying the
restriction point phenomenon, reveal an unexpected role for CDK4/6 activityin Sand
G2 phases and explain the behaviour of all cells following loss of mitogen signalling.

The restriction point (R point) marks the point in the cell cycle when
mammalian cells become independent of mitogen signalling and are
irreversibly committed to proliferation*. Molecularly, thisirreversible
cellfate decisionis thought to arise because cells convert extracellular
mitogen signals into a self-sustaining positive feedback loop (Fig. 1a).
Mitogens activate cyclin-dependent kinases 4 and 6 (CDK4/6), which
phosphorylate the tumour suppressor retinoblastoma protein (Rb),
leading to activation of the transcriptionfactors E2F1-3. These E2Fs pro-
mote transcription of cyclins Eand A, which form complexes with CDK2
that also phosphorylate Rb and further drive E2F-mediated transcrip-
tion of cyclins E and A. Thus, once activated, CDK2 is thought to form
a positive feedback loop with Rb that can maintain continuous CDK2
activity even in the absence of upstream mitogen signalling®, exhibit-
ing properties of bistability and irreversible hysteresis with respect to
mitogen concentration (Fig. 1b)”8. Therefore, the textbook model of the
Rpointisthat CDK2 activation and Rb phosphorylation determine the
transition fromapre-R to post-R state**. However, recent studies have
also found that CDK2 activity and Rb phosphorylation status cannot
determine whether all cells have crossed the R point, observing outlier
cells thatappear to contradict the textbook model>**™™, This discrepancy
callsinto questionboth the long-standing R-point model and our basic
understanding of mammalian cell cycle control. Thus, new single-cell
studies are needed to uncover a universal model of cell cycle control.

Mitogen signalling maintains CDK2 activity in S/G2

Theprincipal tenet of the R-point model is that pre-R cells are sensitive
toloss of mitogen signalling and will exit the cell cycle to GO if mitogens

are removed, whereas post-R cells are insensitive and will complete
mitosis, after which their daughter cells will arrest in GO (refs. 9,12)
(Fig.1c). To test this fundamental prediction of the R-point model, we
serum starved MCF-10A cells or treated them with amitogen-activated
protein kinase kinase inhibitor (MEKi) or a cyclin-dependent kinases
4 and 6 inhibitor (CDK4/6i) for 48 h and then, measured DNA content
and Rb phosphorylation®. Contrary to the R-point model, as many as
15% of MCF-10A cells had 4N DNA content (4 copies of each chromo-
some, for example diploid), indicating that these cells did not complete
mitosis and arrest in GO butinstead, exited the cell cycle from G2 phase
(Fig. 1d, histograms). However, unlike a typical G2 arrested cell with
hyperphosphorylated Rb, these cells had hypophosphorylated Rb
(Fig.1d, scatterplots). Thus, rather thanaall cells arresting in GO with 2N
DNA content following loss of mitogen signalling, we found that some
cellsentered a‘GO-like’ state with 4N DNA content and hypophospho-
rylated Rb, suggesting that the proposed feedback loop between CDK2
and Rb was not indefinitely maintained in these cells. Indicative of a
general phenomenon, we recapitulated this cell cycle statein primary
cells, non-transformed cells, transformed cells and cells lacking the
stress-induced CDKis p21, p27 and p16 (Extended Data Fig. 1).

To assess how loss of mitogen signalling affected CDK2 activity and
Rb phosphorylation, we transduced MCF-10A cells with a CDK2 activity
sensor (Extended Data Fig. 2a), the activation of which corresponds
with Rb phosphorylation*. Since it has been shown that the R point pre-
cedes S phase™ andinactivation of the anaphase-promoting complex/
cyclosome (APC/C) marks entry into S phase”, we utilized an APC/C
activity sensor' to identify pre-R (APC/C on) or post-R (APC/C off)
cells (Extended Data Fig. 2a,b). We combined these activity sensors
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Fig.1|Mitogensignalling maintains CDK2 activity in S/G2. a, Textbook
signalling pathway indicating that the R point marks the switch from mitogen
dependencetoindependence. b, Mathematical model adapted from Yao et al.®
showing bistability and hysteresis in CDK2 activity with respect to mitogen
signalling. ¢, Predicted fates for pre- and post-R cellsmade by the R-point
model.d, Histograms show DNA content (upper panels). Scatterplots of Rb
phosphorylation versus DNA content (lower panels). Pink boxes mark the
GO-like state (hypophosphorylated Rb and 4N DNA content). The percentage
of GO-like cellsisindicated. N=2,000 cells per condition. e, CDK2 and APC/C
activity fromanexample MCF-10A cell treated with DMSO at the indicated
time. The cell divides multiple times, giving rise to four granddaughter cells
(Supplementary Video1).f, CDK2 and APC/C activity from two example
MCF-10A cells treated with CDK4/6i at the indicated time. In the upper panel,
the cell divides, andits daughters arrestin GO.Inthe lower panel, the cell exits

with live-cell imaging and automated single-cell tracking to measure
CDK2 activity after mitogen removal, MEK inhibition or CDK4/6 inhibi-
tionin post-R cells.

Post-R cells treated with dimethylsulfoxide (DMSO) divided repeat-
edly (Fig.1e,gand Supplementary Video 1), while treatments perturbing
the mitogen signalling pathway resulted in two distinct cell cycle trajec-
tories (Fig. 1f,g and Extended Data Fig. 2b,c). Most post-R cells built up
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4N DNA content 2N DNA content

thecell cycle toa GO-like state without dividing (Supplementary Videos 2 and 3).
g,Heat maps show CDK2 and APC/C activity sorted by time of mitosis for cells
treated with DMSO (left panels) or a CDK4/6i (right panels). Extended Data
Fig.2b demonstrateshow CDK2 and APC/Cactivities are converted to the heat
map. h, Percentages of post-R cells that exit to the GO-like state after mitogen
(Mit.) removal, MEKi or CDK4/6i. Error barsrepresents.e.m.fromn=4
independent experiments. Pvalues were calculated using a one-way analysis

of variance. Pvalues fromtop tobottomare 9 x107*,less than1x10*and

2.8 x107.i,Scatterplot of Rb phosphorylation versus DNA content for
CDK4/6i-treated post-R cells from g showing two distinct cell cycle trajectories
for post-R cells after loss of mitogen signalling. The pink box indicates the
GO-like state, and cartoons (upper panel) show cell cycle trajectories. N = 3,621
cells.j, Schematic showing observed fate outcomes for post-R cells after loss
of mitogen signalling. a.u., arbitrary unit. phosph., phosphorylation.

CDK2 activity until they divided into two daughter cells, which arrested
in GO withlow CDK2 activity and high APC/C activity (Fig. 1f, upper panel
and Supplementary Video 2). However, up to15% of post-R cells did not
enter mitosis butinstead, gradually lost CDK2 activity and prematurely
reactivated the APC/C (Fig. 1f, lower panel, Fig. 1hand Supplementary
Videos 3,4 and 5), indicating that these post-R cells had exited the cell
cycle to a GO-like state (CDK2 low, APC/C on, hypophosphorylated



Rband 4N DNA content) (Fig. 1i). Notably, entry into this GO-like state
explained the appearance of a persistent G2 population when looking
at DNA content alone (Fig. 1d, pink boxes). Therefore, in contrast to the
textbook model of the R point (Fig.1c), we find that not all post-R cells
areirreversibly committed to proliferation since some cells exit the cell
cycletoaGO-like state after loss of mitogen signalling (Fig. 1j). Further-
more, these GO-like cells eventually exhibited senescence-associated
B-galactosidase activity (Extended Data Fig. 2d-f), consistent with
previous reports that premature APC/C reactivation in S/G2 phase is
aprecursor to cellular senescence',

Competition between mitosis and exit determines cell
fate

To understand why these outlier post-R cells failed to enter mitosis
after loss of mitogen signalling, we sorted all cells by time of treat-
ment with respect to S-phase entry (that is, APC/C inactivation) and
found that cells were more likely to exit the cell cycle when closer to the
start of S phase than mitosis when treated (Fig. 2a and Extended Data
Fig.3).Since mitosis and cell cycle exit are mutually exclusive fates that
preclude the observation of each other?, we hypothesized that a cell
closer to mitosis when mitogen signalling was lost may not have had
enoughtime torespond and would enter mitosis instead of exiting the
cellcycle, whileacell closer to S phase would exit the cell cycle instead
of entering mitosis. This temporal competition between opposing
fate outcomes can be conceptualized as a competition between two
molecular clocks, representing the time taken to progress from S phase
to mitosis (the mitosis clock) and the time required to lose CDK2 activity
after loss of mitogen signalling (the cell cycle exit clock) (Fig. 2b). If,
foragiven cell, its cell cycle exit clock is longer than its mitosis clock,
then mitosis wins the competition and cell cycle exit would not be
observed and vice versa.

The competing clock model makes two main predictions. The first
predictionis that since all cells contain both a mitosis clock and a cell
cycleexit clock that operate independently, blocking either clock would
allow the opposing fate to win the competition (Fig. 2c). To test this first
prediction, we tipped the balance in favour of mitosis by growing cells
infull-growth mediaand observed that nearly all cells reached mitosis,
revealing anunderlying ‘pre-competition’ distribution of mitosis times
(Fig. 2d,e and Extended Data Fig. 4d-f). Conversely, we tipped the
balancein favour of cell cycle exit by disabling the mitosis clock using
a CDK1i (Extended Data Fig. 4a,b) at the same time as blocking mito-
gen signalling (Fig. 2d and Extended Data Fig. 4a—c). With the mitosis
clock disabled, nearly all post-R cells lost CDK2 activity and exited
the cell cycle after loss of mitogen signalling, revealing an underlying
‘pre-competition’ distribution of cell cycle exit times that could only
be revealed by blocking mitosis (Fig. 2e and Extended Data Fig. 4c).
Disabling the mitosis clock by arresting cells in G2 phase with a small
molecule inhibitor of Polo-like kinase 1, a key regulator of the G2/M
transition, or triggering the G2/M DNA damage checkpoint using the
radiomimetic drugneocarzinostatinyielded similar results (Extended
DataFig. 4g,h). Thus, by disabling the mitosis clock, we found that all
post-R cells and not just the 10-15% of outlier cells contain a cell cycle
exit clock. This means that all post-R cells are unable to sustain CDK2
activity in the absence of CDK4/6 signalling, in stark contrast to the
textbook model in which CDK2 activity is self-sustaining.

The second prediction made by the competing clock modelis that
that knowledge of the ‘pre-competition” mitosis and cell cycle clock
distributions alone should be sufficient to explain whether a cell will
decide to enter mitosis or exit the cell cycle after loss of mitogen sig-
nalling. Totest this second prediction, we first measured the ‘pre-and
post-competition’ distributions of mitosis and cell cycle exit times
(Fig. 2e,f and Extended Data Fig. 5a,b). We then used a Monte Carlo
algorithm to randomly sample from the ‘pre-competition’ distri-
butions for cell cycle exit and mitosis and simulated a competition

(Extended DataFig. 5¢). For the competing clock model to be correct,
the simulated competition should match the experimentally measured
‘post-competition’ distributions of cell cycle exit and mitosis times.
Cell cycle exit and mitosis were modelled as independent competing
processes because once the mitosis clock is disabled, the probability
of cell cycle exit was independent of a cell’s proximity to mitosis upon
treatment (Extended DataFig. 5d). Results from our simulation agreed
with our experimental observations for CDK4/6i-treated cells, includ-
ingthe frequency of cell cycle exit (Fig. 2g,h and Extended Data Fig. Se),
‘post-competition’ cell cycle exit clock times (Fig. 2h and Extended Data
Fig. 5f) and the relationship between proximity to the start of S phase
and the probability of cell cycle exit (Extended Data Fig. 5g). Notably,
despite absolute differences in the cell cycle exit and mitosis clocks
between cell lines (Extended Data Fig. 5h-j), we found that the simula-
tions agreed with experimental observations from multiple cell lines
(Extended Data Fig. 5k-m). These simulations indicate that the reason
some cells are observed to exit the cell cycle in G2 phase is because
these cells had a shorter cell cycle exit clock than their mitosis clock
and that the relative difference in the timing of each clock combined
with cell-to-cell variability at the population level can account for the
frequency of cells that exit the cell cycle upon loss of mitogen signalling
that we observed experimentally (Fig. 2i). Thus, our data support an
alternative model for cell cycle commitment that can account for the
behaviour of all cells after loss of mitogen signalling.

Animportantimplication of this revised model of cell cycle commit-
mentis that cells have limited time to complete the cell cycle given that
the median ‘pre-competition’ cell cycle exit and mitosis clock times
differed on average by only 4 h (for example, 15 versus 11 h, respec-
tively, in MCF-10A cells) (Fig. 2e and Extended Data Fig. 5h-j). To test
this, we sought to extend the mitosis clock rather than blocking it
completely by treating cells transiently with either hydroxyurea or
thymidine, whichstallsDNA replicationin S phase without causing DNA
damage (Extended Data Fig. 6a-d), to extend the time from S phase
to mitosis of post-R cells by 2-hincrements (Extended Data Fig. 6e,f).
Imposing this delay on the mitosis clock in combination with CDK4/6i
treatment increased the frequency of cell cycle exit as a function of
theincreasein the mitosis clock (Fig. 2j and Extended Data Fig. 6g-i),
revealing thatin the absence of mitogen signalling, cells have limited
time to complete the cell cycle (Fig. 2k). While we observed adrop in
CDK2 activity following hydroxyurea or thymidine treatment, we could
rescue this drop by inhibiting Weel, akinase that negatively regulates
CDKs (Extended Data Fig. 6j-1). Again, we observed cells exiting the
cell cycleinto the GO-like state when treated with the CDK4/6i and as
little as a 4-h pulse of thymidine with or without the Weel inhibitor.
Thus, we extended S/G2 length without profoundly interfering with
CDK2 activity, and we still observe cells exiting into the GO-like state
after CDK4/6 inhibition.

CDK4/6 promotes cyclin A2 synthesis in S/G2

Our datademonstrating that CDK2 activation and Rb phosphorylation
arereversibleinall post-R cells after loss of mitogen signalling raise the
questionof whether CDK2 and Rb comprise abona fide self-sustaining
feedbackloop. Toaddress this, we measured each component of the pro-
posed CDK2-Rb feedbackloop in post-R cells after CDK4/6itreatment
(Fig. 3a). While cyclin E activates CDK2 in G1 phase, it is degraded®® %
and does not contribute to CDK2 activity in S/G2 phase; therefore,
itwas notincluded in this analysis (Extended Data Fig. 7a,b). Cyclin
A2 protein levels, CDK2 activity, Rb phosphorylation and E2F1 mRNA
remained high for 6-8 h before declining concomitantly, while cyclin
A2 mRNA levels fell within 2 h (Fig. 3b and Extended Data Fig. 7c-e).
Real-time quantitative reverse-transcriptase PCR (qQRT-PCR) analysis
confirmed that a 2-h CDK4/6i treatment reduced cyclin A2 mRNA lev-
els in post-R cells by 50%, while mRNA levels of canonical E2F target
genes (CCNE1and E2F1) remained unchanged (Extended Data Fig. 7f).
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Fig.2| Competition between mitosis and exit determines cell fate.a, The
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and CDK4/6i treatment (pink circles) are shown. Error bars represents.e.m.
fromn=3experiments. Alogisticregressionmodel was fitted to the data.
Shadedregionsrepresent 95% confidence intervals. Pvalues were calculated
fromalogisticregression model using atwo-tailed Wald test: DMSO (P = 0.64)
and CDK4/6i (P=1.38 x107*"). b, Schematicillustrating temporal competition
betweenmitosis and cell cycle exit for a post-R cell that lost mitogen signalling
inS/G2 phase. ¢, Schematicillustrating that inhibition of either the mitosis
clockor the cell cycle exit clock enables measurement of the pre-competition
cellcycleexit clock or mitosis clock, respectively. d, Single-cell traces of CDK2
activity aligned to time of treatment. Green lines depict cells that entered
mitosis (indicated by black dots). Grey lines depict cells that remain committed
tothe cell cycle with high CDK2 activity (greater than 0.6). Pink lines depict
cells thatlost CDK2 activity (less than 0.6) and exited the cell cycle. N=232,299
and242cells, respectively. e, Histograms showing pre-competition distributions
of the mitosis and cell cycle exit clocks measured from the left and middle
panelsofd, respectively. f, Histograms showing post-competition distributions
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of'the mitosis and cell cycle exit clocks measured from the right panel of d.

g, Monte Carlo simulation showing post-competition distributions for mitosis
(green histogram) and cell cycle exit (pink histogram) overlaid over their
respective pre-competition distributions (grey histograms). The scatterplot
shows simulated times for cell cycle exit and mitosis colour coded by whether
mitosis (green dots) or cell cycle exit (pink dots) won the competition.

h, Histograms of post-competition times for cell cycle exit and mitosis. Lines
represent experimentally measured distributions, and solid bars represent
simulated distributions from g. i, Schematic showing that after loss of mitogen
signalling, the difference in timing of the cell cycle exit and mitosis clocks
determines whether a cell will exit the cell cycle or reach mitosis. j, CDK2
activity traces from MCF-10A p217 cells aligned to the time of treatment with
hydroxyurea (HU) and CDK4/6i colouredasind.N=300,286,300 and 297
cells, respectively. k, Schematicillustrating that after loss of mitogen
signallingin post-R cells, CDK2 activity can be maintained for approximately
15h, whichis approximately 4 hlonger than the median time to enter mitosis.
NS, not significant.
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barsrepresents.e.m.c, Experimental design to testif cyclin A2 expression
fromanunregulated promoter canrescue loss of CDK2 activity after CDK4/6i
treatment.d, CDK2 activity traces for cells treated as indicated. Grey and pink
tracesrepresent cells with CDK2 greater than 0.6 and CDK less than 0.6 activity
at24 h,respectively. N=200,209 and 200 cells, respectively. e, Percentages of
cellsthatexited thecellcycle fromd.Errorbarsrepresents.e.m.fromn=4
independent experiments. Pvalues were calculated using a one-way analysis of
variance. Pvalues from top to bottomareless than1x 10 and 0.99.f, CDK4/6
substrates thatare proposed regulators of CCNA2 transcription. g, Median
CDK2activity traces for cells aligned to time since treatment for the indicated
conditions. Shaded regions represent 95% confidence intervals. N>1,000 cells
per condition. Dotted horizontal lines represent CDK2 activity below the

Expressionof cyclin A2 froman unregulated promoter prevented post-R
cells from losing CDK2 activity after CDK4/6i treatment, establishing
that repression of CDK4/6-mediated cyclin A2 transcriptionis the cause
of cell cycle exit (Fig. 3c-e).

Cyclin A2 half-life (h)

thresholdrequired for Rb phosphorylation (CDK2lessthan 0.6). h, Percentages
of cellsthat exited the cell cycle fromg. Error barsrepresents.e.m.fromn=3
independent experiments. Pvalues were calculated using a one-way analysis of
variance. Pvalues fromleft torightarelessthan1x 107, lessthan1x107*,0.23,
0.03and 0.89.i, Quantification of phosphorylated pocket proteins after
CDK4/6itreatment. Levels of each phosphoprotein were normalized to the
totallevels of therespective protein. Error barsrepresents.e.m. (Rb, n=35; p107,
n=2;pl130,n=3independent experiments). j, Median CDK2 activity traces

(left panel) and endogenous cyclin A2 levels (right panel) aligned to time since
treatment for U20S-eYFP cells. Shaded regions indicate 95% confidence
intervals. k, Phase plot of median CDK2 activity and median endogenous cyclin
A2levels.l, Cellcycle exit times as a function of cyclin A2 half-life forindicated
celllines. Equations for the best-fit line and r? value are shown. Error bars
represents.e.m. (U20S, n=5; MCF-10A, n = 6; RPE-1, n = 4; RPE-1CCNA2%-DIA,
n=2;RPECCNA2% +DIA, n=2independent experiments).R.F.U., relative
fluorescence units.

To identify proteins regulated by CDK4/6 that may mediate the
transcription of cyclin A2, we tested whether small-interfering RNA
(siRNA) knockdown of various known CDK4/6 substrates that control
cell cycle gene transcription could rescue the loss of CDK2 activity
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(Fig. 3f). Knockdown of the CDK4/6-regulated transcription factors
FOX03 and FOXM1did not rescue the loss of CDK2 activity (Extended
DataFig. 7g-i), nor did knockdown of Rb (Fig.3g,h and Extended Data
Fig.8a,b). However, knockdown of p107 and p130, two members of the
same protein family as Rb, did rescue loss of CDK2 activity (Fig. 3g,h
and Extended Data Fig. 8a,b). Likewise, knockdown of p107 and p130,
but notRb, prevented loss of cyclin A2 mRNA after CDK4/6i treatment
(Extended Data Fig. 8c), indicating that CDK4/6 represses cyclin A2
transcription primarily through p107/p130 and not Rb. Consistent with
this mode of regulation, we found that p107 and p130 were dephos-
phorylated within 1-2 h of CDK4/6i treatment, while Rb remained
hyperphosphorylated, indicating that p107 and p130, but not Rb, were
activated by CDK4/6i treatment (Fig. 3i and Extended Data Fig. 8d-f).
Activated forms of p107 and p130 repress transcription through com-
plex formation with repressor E2Fs E2F4 and E2F5% ¢, Consistent with
this, CDK4/6 inhibitioninduced complex formation between E2F4 and
p107 (Extended Data Fig. 8g), and combined knockdown of E2F4 and
E2F5also prevented the loss of CDK2 activity (Extended Data Fig. 8h-j).
Therefore, we find that CDK4/6-p107/p130 regulate cyclin A2 transcrip-
tionand CDK2 activity in post-R cells,implying acritical role for CDK4/6
activity in maintaining CDK2 activity in S/G2 phase.

Given that CDK2activity is drivenby cyclin A2in post-R cells*and that
the cyclin A2 protein has an approximately 12-h half-life in post-R cells
(Extended DataFig.9a,b), this suggests that cyclin A2 proteinlevels are
the primary contributor to the timing of the cell cycle exit clock, which
had amedian time of approximately 15 h. To test this, we expressed the
CDK2biosensorin U20S cells with cyclin A2 endogenously tagged with
yellow fluorescent protein (YFP), incubated them with cyclin A2 siRNA
(Extended Data Fig. 9¢,d) and then, measured endogenous cyclin A2
levels and CDK2 activity over time after CDK1i + CDK4/6i treatment. In
keeping with our prediction that cyclin A2 protein levels set the timing
ofthecell cycle exit clock, we found that cells with lower starting levels
of cyclin A2 took less time to lose CDK2 activity and exit the cell cycle
after loss of mitogen signalling (Fig. 3j,k), that the time to lose CDK2
activity and exit the cell cycle was strongly correlated with the time
to lose cyclin A2 protein (Extended Data Fig. 9e) and that the cyclin
A2 levels at the time mitogen signalling was lost were predictive of
whether cells reached mitosis or exited the cell cycle (Extended Data
Fig. 9f,g). Furthermore, in support of the mitosis and cell cycle exit
clocks being driven by independent molecular processes, we noted
that only a small reduction in cyclin A2 levels was able to shorten the
timing of the cell cycle exit clock, while the duration of the mitosis
clock remained unchanged (Extended Data Fig. 9h).

To further test whether cyclin A2 protein stability is the primary
contributor to the timing of the cell cycle exit clock, we directly manipu-
lated cyclin A2 protein stability using a CRISPR-engineered RPE-1 cell
line where the endogenous cyclin A2 protein was fused to two induc-
ible degrons: anauxin-inducible degron and a small molecule-assisted
shutoff (SMASh) tag” (RPE-1CCNA2% cells) (Extended Data Fig.10a).
The addition of the inducible degron already reduced the stability of
cyclin A2 from 10 hin normal RPE-1 cells to 5 hin the engineered line
(Fig. 31). The cyclin A2 stability could be further reduced to 2 h by the
addition of the DIA cocktail (doxycycline, indole-3-acetic acid and asu-
naprevir) (Supplementary Methods). Shortening the half-life of cyclin
A2 and treating cells with a CDK4/6i led to more rapid cell cycle exit
(Extended DataFig.10b,c), allowed agreater proportion of cells to exit
thecellcycleinS/G2 phase (Extended DataFig.10d) and extended the
period when cells were sensitive to CDK4/6 inhibition up to 3 hbefore
they entered mitosis (Extended Data Fig. 10d-f).

Finally, we took advantage of natural variation between cell lines
and plotted the cyclin A2 protein half-life as well as the cell cycle exit
time for five different cell lines. We found a strong correlation between
the cyclin A2 half-life and the cell cycle exit times (Fig. 31). Notably, the
best-fitline hasayintercept of less than2 h, whichis strikingly similar to
thetimeit takes for cyclin A2 mRNA to be lost after CDK4/6 inhibition,
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and aslope of approximately one, indicating that cyclin A2 stability is
the primary contributor to the cell cycle exit clock.

Afeed-forward loop underlies CDK2 reversibility

Our data demonstrating that after loss of mitogen signalling, cyclin
A2 transcription is repressed by p107/p130 several hours before any
detectable change in CDK2 activity or Rb phosphorylationare at odds
with the textbook model, which predicts that cyclin A2-CDK2 activity
is self-sustaining due to a positive feedback loop (Fig. 4a), although is
consistent with the presence of adominant feed-forward loop (Fig. 4b).
However, how this signalling architecture, asopposed toone withonly a
feedbackloop, could generate the apparentirreversible cell cycle com-
mitment commonly associated with the R-point phenomenon remains
unclear. Toaddress this, we used amathematical model developed by
Yao et al.®, which demonstrates irreversibility in the proposed CDK2-
Rb loop after mitogen removal (Fig. 4c) and adapted it to model the
feed-forward pathway after mitogen removal (Fig. 4d). The steady-state
levels of CDK2 generated by the feedback loop model remained con-
sistently high over time after loss of mitogen signalling, inconsistent
with our experimental observations (Fig. 4c,e). However, CDK2 activity
generated by the feed-forward pathway remained high at the time when
acell would normally enter mitosis (Fig.4d,e), but at steady state, cor-
responding tothe median time to exit the cell cycle, CDK2 activity was
low (Fig.4d,e). Thus, the feed-forward signalling pathway matches our
experimental observations that CDK2 activity is reversible in post-R
cells. This lack of trueirreversibility in CDK2 activation challenges the
textbook model, which states that hysteresis in CDK2 activity with
respect to mitogen signalling underliesirreversible cell cycle commit-
ment at the R point. To test for hysteresis, we treated pre- and post-R
cellswith varying doses of MEKi and measured the fraction of cells with
high CDK2 activity at different times after treatment. Demonstrating
alack of hysteresis in CDK2 activity with respect to mitogen signalling
atthe R point, we observed that both pre-R and post-R cells lost CDK2
activity at the same dose of MEKi if given enough time to reach steady
state (Fig. 4e). These results agreed with the competing clock model,
arguing that irreversible commitment to the cell cycle after loss of
mitogen signalling has only been observed previously because a cell
enters mitosis before the molecular signalling pathway driving CDK2
activity reaches a steady state that forces cell cycle exit. In other words,
the R-point phenomenonis observed because inmost cells, the half-life
of cyclin A2 protein allows CDK2 activity to persist after loss of mitogen
signalling for alonger time thanis required for a cell to reach mitosis.
This revised model of cell cycle commitment implies that there is no
single point when cells irreversibly commit to proliferation that can
be defined by a single molecular event, but it is rather determined by
the cell’s proximity to mitosis as well as the levels of cyclin A2 protein
when mitogen signalling is lost (Fig. 4f).

Discussion

Here, we used high-throughput single-cell imaging and tracking to
study how the loss of mitogen signalling affected cell cycle commitment
in post-R cells. We detected outlier cells whose behaviour contradicted
the main prediction of the R-point model that all post-R cells will make it
tomitosisand divide evenin the absence of mitogen signalling (Fig. 1d).
Notably, these outlier cells are found in numerous previous studies>*°,
but their contradictory behaviour has been left largely unexplained.
In our attempt to understand why these post-R cells exited the cell
cycle instead of dividing, we found that the temporal distance of any
post-R cell frommitosis at the time of mitogen removal was predictive
of whether it would exit the cell cycle or make it to mitosis and divide.
Subsequently, by blocking mitosisin cells deprived of mitogen signal-
ling, we found that CDK2 activity and Rb phosphorylation are reversible
inall cells. We could observe this reversibility in CDK2 activity and cell
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Fig.4|Afeed-forwardloop underlies CDK2 reversibility. a, Textbook model
ofthe signalling pathway showing that cyclin A2 levels and CDK2 activity can
be continuously maintained independent of mitogen signalling due to the
proposed CDK2-Rb feedbackloop. b, Revised model showing a feed-forward
signalling pathway where mitogen signalling continuously maintains cyclin A2
and CDK2 activity in post-R cells. ¢, Output from mathematical modelling of
the feedback loop modelin aafter mitogen removal. Cyclin A2 levels and CDK2
activity remain high. d, Output from mathematical modelling of the feed-
forward pathway modelinb after mitogen removal. Cyclin A2 levels and CDK2
activity appearirreversible at the time cells normally enter mitosis, although
they eventually reach asteady state of zero, explaining why cells exit the cell
cycle.e, CDK2activity levels for pre-and post-R cells with respect to mitogen

cycle commitment because by preventing cells from undergoing mito-
sis, the molecular signalling pathway driving CDK2 activity was allowed
sufficient time toreach steady state. Previous studies failed to observe
this reversibility because cells were allowed to enter mitosis before
CDK2activity reached steady state, precluding the observation of cell
cycleexitinpost-R cells. Our study also uncovered an unexpected role
for CDK4/6 in S and G2 phases by maintaining cyclin A2 transcription
throughoutthecellcycle,anditimplies that small molecule CDK4/6 is
may be effective in phases of the cell cycle beyond G1 phase, particularly
if combined with traditional chemotherapies that extend the mitosis
clock by inducing DNA damage and triggering cell cycle checkpoints.

Using genetic, biochemical and pharmacological approaches as
well as mathematical modelling, we find that the signalling pathway
connecting mitogen signalling with CDK2 activity is predominantly
regulated by a feed-forward loop rather than containing a dominant

@ Components of feed-forward loop

concentration for the feedback loop model (top panel) and the feed-forward
pathway model (middle panel) at the indicated times after simulated change in
mitogens. The observed (bottom panel) dose response relationship between
CDK2activity and MEKi concentration for pre-and post-R cells isshown. CDK2
activity was evaluated after MEKi treatment at the times indicated. Mitosis was
blocked using a CDK1i. Errorbarsares.e.m.fromn=2replicates.f, For MCF-10A
cells,inthe absence of mitogens, competition between mitosis and cell cycle
exitdetermines the fate of the cell due to a feed-forward loop regulating cyclin
A2.Acellthatisgreater than approximately 15 haway from mitosis at the time
mitogen signallingis blocked (cell 1) will lose cyclin A2 and exit, while a cell
furtheralongthe cell cycle (cell 2) will reach mitosis before it will lose cyclin A2
and divide into two daughter cells.

positive feedback loop. This signalling architecture pathway contains
ultrasensitive signalling nodes, which make the system bistable and
switch like, but the lack of a dominant positive feedback loop means
the system is still reversible. We also cannot exclude the existence of
additional positive feedback loops being involved in this signalling
pathway since similar signalling systems, such as the one controlling
the G2/Mtransition, have also been shown to contain positive feedback
loops yet are still reversible?®*°. Nevertheless, our data demonstrate
thatthe dominant signalling architecture contains a feed-forward loop,
resulting in a lack of hysteresis. Given that the two competing fates
(mitosis versus cell cycle exit) are mutually exclusive, there is likely a
double-negative feedback loop at the level of these cell fate decisions
that ensures that once a cell exits, it makes it impossible to undergo
mitosis and vice versa. Our findings provide a simple explanation for
why the R-point phenomenon has been previously observed and led us
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toanew model of cell cyclecommitment that does not contain asingle
decision point. This model of temporal competition between mitosis
and cell cycle exit can explain the behaviour of all cells, including the
apparent contradictory behaviour of outlier cells observed here and
in previous studies**°.

Ourresults show that mutually exclusive competing cell fates (mitosis
and cell cycle exit) coupled with changes in cell state (either dividing or
exitingthe cell cycle) canfunction asirreversible fate transitions. More
generally, temporal competition between any two mutually exclusive
fates could be utilized by cells as a means of cellular decision-making
in other contexts® *: for example, deciding between proliferation or
differentiation or deciding between mitosis and apoptosis. Thus, our
findings may have implications for cellular decision-making outside of
cell cycleregulationand may be amore general theme that underpins
other cell decision-making.
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Extended DataFig.1|Diversecelltypesrely on mitogensinS/G2.a, Effect
ofloss of mitogen signalling on Rb phosphorylationand DNA contentin diverse
celltypes: MCF7, transformed breast epithelial cells; U20S, transformed
osteosarcomacells; RPE-1, non-transformed hTERT-immortalized retina
pigmented epithelial cells; HLF, primary human lung fibroblasts; MCF-10A,
non-transformed breast epithelial cells. Histograms show DNA content for each
treatment (top). Scatter plots of Rb phosphorylation vs DNA content for each
treatment (bottom). Pink boxes mark the GO-like state (hypo-phosphorylated
Rband 4N DNA content). All treatments were for 48 hrs.N=2,000 cellsare

plotted per condition. b, The percentage of GO-like cells for each condition
from (a) isindicated. Error bars are SEM from at least n = 3 biological replicates.
P-values were calculated using aone-way ANOVA. P-values from top to bottom;
MCF7:2.79x1072,0.32,0.1,U20S:1.1x107%,0.78,0.12, RPE-1: 1.1x 102, 8 x 107,
2.2x1073, HLF:2.3x1073,8.3x102,6.4 x10%, MCF-10A p217"sip27:3x107*,
1x107,5x10™*, MCF-10A p217:<1x107*,<1x107*,<1x107*. ¢, Westernblot
validation of p27 knockdown using siRNA. Representativeimage of n =2
independent experiments.
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Extended DataFig.2|CDK2and APC/Cactivity measuredinlive cells. stained for DAPIto visualize nuclei, phospho-Rb, and afluorescent probe to
a,Schematic of the fluorescent biosensors used for CDK2 activity (left) and detectsenescence-associated beta-galactosidase activity (SA-Bgal; left).
APC/Cactivity (right). A detailed description of how the sensors work can be Scale baris20 um.Images are representative cells fromn =3 independent
foundin*''¢. b, Example single-cell trace shows CDK2 (top) and APC/C experiments. e, Histograms show DNA content for each treatment (top).
(bottom) activity before and after DMSO treatment. Vertical grey linesindicate  Scatter plots of Rb phosphorylation vs DNA content for each treatment
phase transitions and green bars show the region we considered cells to be (bottom). Each dot represents asingle-celland is coloured based on the status
post-Restriction Point (Post-R). Raw activity traces (left) are convertedtoa of SA-Bgal staining. Pink boxes mark the GO-like state (hypho-phosphorylated
colormap format (right) to allow for analysing thousands of time series from Rband 4N DNA content). Each plot contains N >22,000 cells. f, Quantification
asynchronous cellsinone graph (see Figs. 1g and 2a and Extended Data Figs. 2c of percent of cells that have high SA-Bgal staining, 4N DNA content, and
and 3a). ¢, Heatmaps showing CDK2 and APC/C activity aligned to mitosis for hypo-phosphorylated Rb from (e). Error barsrepresent SEM fromn =3

three thousands of cells treated as indicated. Mit, Mitogens. d, Representative experiments. P-values were calculated using aone-way ANOVA. P-values
fluorescent microscopy images of cells treated asindicated for 7 days and from top to bottom: 0.19,9 x107*,0.68.
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Extended DataFig. 4 |Cellsrequire mitogensignallingif mitosisisblocked. tracesdepictcellsthatremained committedtothe cell cycleand entered

a,Singlecell traces of CDK2 activity aligned with respect to time of treatment mitosis (indicated by black dot). Grey and pink traces represent cells with
forcellstreated asindicated. Grey and pink traces represent cells with CDK2>0.6and CDK2 < 0.6atthe end of the observation period, respectively.
CDK2>0.6and CDK2<0.6attheend ofthe observation period, respectively. N =200 cells per plot, with the exception of the DMSO conditionin (f), which
N =200 cells per condition. b, Percentage of cells that exit the cell cycle after contains N =117 cells. Left, quantification of the percent of cells exiting the
blocking the mitosis clock witha CDK1iand combining that with mitogen cellcycle. Error barsrepresent SEM from n =3 experiments. P-values were

removal, MEKi, or CDK4/6itreatment. Error barsrepresent SEMn=4experiments.  calculated usinga one-way ANOVA. P-values from top to bottom; MCF7:<1x107%,
P-values were calculated using aone-way ANOVA. P-values from top tobottom: ~ 1.1x1072,0.23,U20S:<1x107*,3x107*,3.1x107% RPE-1: <1 x107*,4.7 x107,0.36.

<1x107*,<1x107*,4 x10™. ¢, Histograms showing the pre-competition g, CDK2activity traces aligned to time of treatment for the indicated
distribution of cell cycle exit times, measured from (a) and the pre-competition  conditionsin MCF-10A p217 cells.N =99, 148, 67, and 85 cells respectively.
distribution of mitosis times, measured from Fig. 2e. d-f, Right, single cell h, Quantification of percent of cells that exit from (g). Error bars represent
traces of CDK2activity aligned with respect to time of treatment for cells SEM from n =3 experiments. P-values were calculated using aone-way ANOVA.

treated asindicated in MCF7 cells (d), U20S cells (e), or RPE-1 cells (f). Green P-values fromtop to bottom: 7.8 x1073,1.7 10>,
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Extended DataFig. 5|Simulated competition matches experimental data.
a, Single cell traces of CDK2 activity for DMSO, mitogen removal, and MEKi
treatment aligned to time of treatment. Green traces depict cells that remained
committed to the cell cycle and entered mitosis (indicated by black dot). Pink
traces depictcellsthatlost CDK2 activity (CDK2 < 0.6) and exited the cell
cycle.N=232,282,and 252 cellsrespectively. b, Histograms showing the
post-competition distribution of S/G2 length (mitosis clock) and the
post-competition distribution of times to lose CDK2 activity (cell cycle exit
clock) as measured from (a). Median times for each distribution are shown.

¢, Schematic outlining the Monte Carlo algorithm used to simulate temporal
competition between the mitosis and cell cycle exit clocks. d, Probability of
cell cycle exitas afunction of time since start of S phase at treatment. Error bars
represent SEM from n = 4 experiments. One-way ANOVA show no significant
effectoftimesince S phase at treatment on the probability of exiting the cell
cycle.P=0.92.e, Comparison of observed frequency of cell cycle exit for cells
whichreceived the CDK4/6iwithin1hr of enteringS phase with results fromthe

Monte Carlo simulation. Error bars represent SEM from n = 3 experiments.
P-values were calculated using a two-tailed Mann-Whitney U test. P > 0.99.

f, Comparison of observed distribution of cell cycle exit times for cells which
received the CDK4/6iwithin1h of entering S phase with results from the Monte
Carlo simulation. Median times for each distribution areindicated. A Wilcoxon
Rank Sumtest was used to test for statistical significance. Not significant (n.s.).
g, Comparison of observed frequency of cell cycle exitasa function of time
sincethestart of Sphase attreatment with the results from the Monte Carlo
simulation. Error bars represent SEM from n =3 experiments. h-j, Histograms
ofthe pre-competition times for cell cycle exit and mitosis from MCF7 (h),
U20S (i), and RPE-1 (j) cells. Data measured from single-cell data form Extended
DataFig.4de,f. k-m, Histograms of the post-competition times for cell cycle
exitand mitosis from MCF7 (k), U20S (1), or RPE-1(m) cells. Lines represent
experimentally measured distributions and solid bars represent the simulated
distributions from the Monte Carlo simulations.
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Extended DataFig. 6| CDK4/6 inhibitioninduces exitwhenS/G2is
stretched. a,b, yH2AX staining in MCF-10A p217 cells treated with either
DMSO, hydroxyurea (HU), thymidine, or neocarzinostatin (NCS) for the

indicated time. NCS treatment was used as a positive control. 20 pm scale bar.

c,d, Box and whisker plot showing quantification of yH2AX nuclear intensity
from (a,b). Blue line represents population mean. Whiskers represent 5-95™
percentiles. Red dots indicate cells outside the 5-95" percentiles. One-way
ANOVA and Kruskal-Wallace was used to test for statistical significance.
P-values from top tobottom forc:<1x107%,<1x10™,<1x107%,0.1,>0.99, 0.79.
P-values fromtop to bottom for d: <1x107*,<1x107*,<1x1074,>0.99,0.03,
>0.99.N =500 cells Per condition. e,f, Histograms showing S/G2 length of

MCF-10A p217" cells after transient hydroxyurea (HU) or thymidine treatment.

g, CDK2 activity traces from MCF-10A p217 cells aligned to time of treatment
with thymidine and CDK4/6i. Thelength of increase in the mitosis clock s
indicated above each plot. Green traces indicate cells which entered mitosis
(blackdots) and pink tracesindicate cells which exited the cell cycle (CDK2 <
0.6).N=129,200,157,0or119 cellsin each condition.N=130, 200,158, and 120

cellsrespectively. h, Quantification of the percent of cells exiting the cell cycle
after HU treatment fromtracesin Fig.2j. Error barsrepresent SEM fromn=3
independent experiments. i, The percentage of MCF-10A p217 cells that exit
thecellcycle after treatment with thymidine for various durations as afunction
oftheincreaseinS/G2length. Quantification fromtracesin (g). Error bars
represent SEM from n =3 independent experiments. j,k, CDK2 activity traces
aligned to time of treatment with CDK4/6iand Weeli plus a4 h pulse of
hydroxyurea (HU) or thymidine in MCF-10A p217 cells. Green traces indicate
cellswhich entered mitosis (black dots) and pink traces indicate cells which
exited thecellcycle (CDK2<0.6). Note that the Weelirescues the drop in CDK2
activity for both treatments (see Fig. 2j) but does notinterfere with the ability
of cellstoexitthecellcycle.N =200 cells. 1, Quantification of the percent of
cellsthatexited to the GO-like state after theindicated treatment. A two-tailed
Mann-Whitney U test from n =3 independent experiments shows no significant
effect of Weel inhibitor on the ability of cells to exit to the GO-like state in
responseto afour hour pulse of either HU (left) or thymidine (right). P-values
fromlefttoright:0.1,0.2. Error barsrepresent SEM.
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Extended DataFig.7|CDK4/6 activity maintains CCNA2 transcription.

a, Asynchronous HelLa cells were fixed and then stained with a cyclin E1antibody.
Histograms show DNA content (top) and cyclin E1levels (right). Density scatter
plotofcyclinEllevels vs DNA content (bottom).N = 63,031 cellsare plotted.

b, Coimmunoprecipitation of CDK2ineitherasynchronouscells or cellstreated
with a CDKliovernightand thentreated with and without a CDK4/6i for 4 hrs.
Representative of n =2 experiments. ¢, Schematic outlining the experimental
design used for Fig.3band Extended DataFig. 7d,e. Cells were first pre-treated
with a CDKlitoenrich for post-Rcells, and then treated with a CDK4/6ibefore
being fixed, stained, and imaged at the indicated timepoints. d, Density scatter
plotsof cyclin A2 levels (top row) and phospho-Rb levels (bottom row) plotted
against CDK2 activity measuredinsingle-cells. The vertical dashed red line
indicatesthe threshold of CDK2 activity thatis required to maintain Rb
phosphorylation (CDK2 = 0.6). The horizontal dashed red lines separate cells
withhypo-vs hyper-phosphorylated Rb (bottom row) and cells with high vs low
cyclinA2 proteinlevels (top row).N >1,700 Cells per plot. e, Violin and box plots
showingsingle-celllevels of CCNA2 mRNA puncta (top row) and E2F1mRNA
punctaas measured by mRNA FISH. mRNA punctalevels were normalized to the

Ohrtreatment. Top:N=3850,0hr;1579,2hr; 2252, 4 hr; 2212,8 hr;2316,10 hr;
2405,12hr cells. Bottom: N =2908, Ohr; 1814, 2 hr; 2306, 4 hr;1843,8 hr; 2030,
10hr;2098,12 hr cells. The box plots show the median (centre line), interquartile
range (box limits), and minimum and maximum values (whiskers). f, qQRT-PCR
datashowing mRNA levels normalized to CDKli treated after treatment with a
CDK4/6ifor 2 hrs, or 24 hrs of mitogen removal as a positive control. Error bars
represent SD from N =3 replicates. Representative of n =3 experiments. P-values
were calculated using aone-way ANOVA. P-values from top to bottom; CCNA2:
<1x107*,<1x107*,2x107*, CCNE1:0.063,0.95,0.063,E2F1:4x107*,0.86,4 x107*.
SS, serumstarvation. g, Single-cell traces of CDK2 activity aligned to time of
treatmentfor cells treated asindicated. Grey and pink traces represent cells with
CDK2>0.6and CDK2 < 0.6 atthe end of the observation period, respectively.

N =200 Cells per plot. h, Quantification of the percent of cells that exit the cell
cycleasin (g). Errorbarsrepresent SEM from n =3 experiments. P-values were
calculated using aone-way ANOVA. P-values from left toright: <1x107*,<1x107*,
<1x107*.i, Westernblot validation of FoxM1 knockdown using siRNA.S, short
exposure; L, longexposure. Representative of n =2 experiments.



a b + - siControl + — siControl + - siControl ¢
CDK1i CDK1i+CDK4/6i - + siRB1 - + sip107 -+ sip130 siControl  siRB1 sip107 sip130 sip130+sip107
v v KkDa| KkDa kDa . _ _ _ .
25 . siControl . siControl 100~{ - =R 00l p107 B 10130 as) e T e T ey T gy
. | 100 ZZ : - L 1o5d 2 1
2 24 ' . . - . X 1 1 i 1 -
3 g 7] A Actin = == Actin g - Actin Qo
215 L a7 37+ 7 Eoors 075{ 4 + 075 } ors{d | 2 }
© o . ; N
g1 CDK2 on 205 I 05 05 05 05
5 o5 : O D025 025 0.25 0.25 025
o “sss —CDK?2 off 0. 0 0 0 0
0 CDK1i + + + + + + + + + +
CDK4/6i - * = = ¥ = * -+
d - + + + cokasi e f CDK1i
0 1 2 4 Time (hrs) CDK4/6i +
KD
? phospho- - - - -t }é%iijg' CDK4/6i  CDK1/2i CDK1/2i
100 Rb A, ! kpa 0 1 2 4 1 2 4 1 2 4 Time(hrs)
kpa 0 1 2 4 0 Time (hrs) 150
e | phospho-p107 - - p-p130
100 Rb 100 R e p107
(R o - b W \/i1\CUIlID 1504 p130
p130 100, N - p-Rb
150
P et ot | P130 100 - - s - s e RD
£ 50 i
'% S0 e —— o [ ACtiN ) Actin
©
4
IP: IP:
o h
She input  E2F4 196 input _ P107_1gG.
+ + + + + CDKI1i + + + + + CDKi1i .
Wwa - + — + - CDK4f6i,,, — + — + — CDK4/6i + - siControl + - siControl
sip130 sip130 150 150 kpa — + SIE2F4  p, - + SiE2F5
25 ST S - 107 e 7 50
D A = 5 E2F4 E2F5
Z 2 e =1 W 0 |E2F4 150 -
© . 100 100
g1 37— Actin 37| —— Actin
x [l
o5
00+——"——7—+ i
-10-5 0 5 101520-10-5 0 5 101520 i siControl SIE2F4/5 .
CDK1i+CDK4/6i CDK1i#CDK4/6i 1007 = sicontrol
25 ! , < 80 SIE2F4/5
=
3 g 2 5 w
3 = E g 40
g g g CDK2 on S 0
[=] i [=] o %
O, M O o470 o 0. v
0.0 . ! . S —CDK?2 off O o
0+ — T 7T T T 04 + . . " 0.0+ ; . . y .
-10-5 0 5 101520-10-5 0 5 10 15 20 8 0 8 16 24 8 0 8 16 24 CDK1i + +

Time since treatment (hrs)

Extended DataFig. 8| p107/p130inhibit CDK2 activity after mitogenloss.
a, Single-cell traces of CDK2 activity aligned to time of treatment for the
indicated conditions. Grey and pink traces represent cells with CDK2 > 0.6 and
CDK2<0.6attheend ofthe observation period, respectively. N>117 Cells per
plot.b, Westernblot validation of Rb, p107, and p130 knockdown using siRNA.
Representative image of n =2 experiments. ¢, QRT-PCR datashowing mRNA
levels normalized to CDKlitreatment alone for cells treated with a CDK4/6i
for2hrs.Error barsrepresent SD from N =4 replicates (N = 3 for siControl).
Representative of n =3 experiments. P-values were calculated using aone-way
ANOVA. P-values fromleft toright: 0.033,0.026,0.26,0.89,0.91.d, Western
blot time-course of phospho-p130 (S672) and phospho-Rb (S807/811) after
CDK4/6itreatment. Cells were pre-treated witha CDK1i for 24 hrsto arrest
cellsinapost-Rstateand then treated with either DMSO or a CDK4/6i for the
indicated times. Representative image of n = 5 experiments. e, Westernblot
time-course showingaloss of p107 phosphorylation after CDK4/6i treatment.

Time since treatment (hrs)
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Arrowsindicate the phosphorylated and unphosphorylated forms of p107.
Representative image of n = 2 experiments. f, Western blot time-course in cells
treated with a CDK1iand then either CDK4/6i alone, CDK1/2i Alone, or both.
g, Coimmunoprecipitation of p107 and E2F4 in cells treated with a CDK1i
overnightand then treated with and without a CDK4/6i for 4 hrs. Top: IP with
E2F4 antibody. Bottom: IP with p107 antibody. Representative image of n=2
experiments. h, Western blot validation of E2F4 and E2F5 knockdown using
siRNA.Representative of n =2 experiments. i, Single cell traces of CDK2
activity aligned to time of treatment for cells treated asindicated. Grey and
pinktracesrepresent cells with CDK2 > 0.6 and CDK2< 0.6 at the end of

the observation period, respectively. N=197 and 167 cells respectively.

j, Quantification of the percent of cells that exit the cell cycle asin (h). Error
barsrepresent SEM fromn =4 experiments. P-values were calculated using a
two-tailed Students T-test. P <1x107*.
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Extended DataFig.9|Cyclin A2 stability determines the cell cycle exit
clock. a, Density scatter plots of cyclin A2 levels against CDK2 activity after
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lineindicates the threshold of CDK2 activity that is required to maintain Rb
phosphorylation (CDK2 = 0.6). The horizontal dashed red lines separate cells
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highvslowcyclinA2levels.N>1,300 Cells per plot. b, Plot of percent of cyclin
A2low cells over time after treatment with cycloheximide. Error bars represent
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blot validation of cyclin A2 knockdown using siRNA. d, Violin and box plots
showingsingle-cell cyclin A2-eYFP levels after treatment with various
concentrations of siRNA targeting cyclin A2.Red line represents population
mean. Fromleft toright, N=566,479,487,and 394 cells. The box plots show
the median (centreline), interquartile range (box limits), and minimumand
maximum values (whiskers). e, Scatter plot showing the correlation between

thetimetolose CDK2activity (CDK2<=0.6) and cyclinA2levels (cyclinA2<=G1
levels of cyclin A2). Rho, pearson’s correlation coefficient. N >396 cells per
condition. f,Dataare aboxand whisker plot of the cyclin A2-eYFP levels at the
time post-RU20S cells were treated with CDK4/6i in cells that either reached
mitosis or exited the cell cycle. Blue line represents the population mean.
Whiskers represent 5-95" percentiles. Red dots indicate single-cell outliers
beyond the 5-95" percentiles. AMann Whitney U test was used to test for
statistical significance. P =4.53 107, N = 915 (mitosis) and 333 (cell cycle exit)
cells. g, Probability of cell cycle exit as afunction of the cyclin A2-eYFP levels
atthe time the CDK4/6iwas added. Error barsrepresent SEM fromn =4
experiments. h, Empirical cumulative distribution of intermitotic times

(left panel) and cell cycle exit times (right panel) for cells treated with control
siRNAand 0.5nMcyclinA2 siRNA. P-values were calculated using a two-tailed
Kolmogorov Smirnov test. Mitosis clock (P =9.5x107) and cell cycle exit
(P=7.6x1077).
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Extended DataFig.10|Destabilizing cyclin A2 shortens the cell cycle exit
clock. a, Schematic of theinducible degron system used to de-stabilize cyclin
A2.Fordetails about the inducible-degron system, see Methods section.

b, Histogram of the cell cycle exit times for RPE-1 CCNA2% cells treated witha
CDK4/6i or CDK4/6i plus DIA. ¢, Single cell traces of CDK2 activity aligned with
respecttotime of treatment for cells treated asindicated in RPE-1 CCNA2%4
cells.Green traces depict cells that remained committed to the cell cycle and
entered mitosis (indicated by black dot). Grey and pink traces represent
cellswithCDK2 > 0.6 and CDK2 < 0.6 at the end of the observation period,
respectively. Foreach condition, N =200 cells areshown.d, Cell fate of RPE-1
CCNA2% cells from (c) binned by the time since CDK2 activity rose above 0.7
when the drugwas added. Representative datafromn =2independent
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experiments. e, Scatter plot of single cells comparing the time since CDK2
activityrose above 0.7 when the drug was added versus the time after
treatment when cells reached mitosis. Single-component histograms shown
aboveandtotheright.Solid lines represent the average for each condition as
indicated. DMSO, N = 280; CDK4/6i, N =126; CDK4/6i+DIA, N =26 cells. f, Left:
Upon CDK4/6 inhibitor treatment, cells closer to the start of S phase, and
therefore far away from mitosis (Cell 1), are more likely to exit the cell cycle,
whereas cells close to mitosis (Cell 2and 3) are more likely to reach mitosis.
Right: Destabilizing cyclin A2 by treating cells with DIAshortens the cell cycle
exit clock, which means that, relative to cells without DIA, cells closer to mitosis
(Cell2) whenthe CDK4/6 inhibitor is added are more likely to exit the cell cycle.
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Antibodies used B-Actin (Abcam, ab6276, 1:10000)
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E2F4 (CST, 40291, IP=1:1000)

E2F4 (Thermo Scientific, MAS 11276, 1B=1:1000)

E2F5 (Invitrogen, PA5-85578, 1:500)

FOXM1 (CST, 5436, 1:500)

p27 (CST, 3686, 1:500)

RB1 (CST, 9309, 1:500)

RBL1 (CST, 89798, IP: 1:1000; IB: 1:500)

RBL2 (CST, 13610, 1:1000)

Vincullin (Sigma, V9131, 1:1000)

phospho-Histone H2A.X (gammaH2AX, CST, #9718, 1:1000)

phospho-RB (Ser908/811) (CST, 9308, IB=1:1000)

phospho-RBL2 (phospho S672) (Abcam, Ab76255, 1:1000)

phospho-Rb (807/811) (Alexa Fluor 647 conjugate) (Cell Signalling Technology, #8974, IF=1:2000)
rabbit Igg (CST, 2729, 1:2000)

Goat anti-rabbit-HRP conjugated secondary (CST, 7074, 1:10000)

Horse anti-mouse-HRP conjugated secondary (CST, 7076, 1:10000)

Goat anti-mouse secondary antibody, Alexa Fluor 647 (Invitrogen, A-21241, 1:1000)
Goat anti-rabbit secondary antibody, Alexa Fluor 647 (Invitrogen, A-21245, 1:1000)
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Validation All the antibodies used in this study are commercially available and extensively validated by the company, us, or others. Validation
data is available in each of these company's website. In addition, we have confirmed the specificity of the following antibodies using
siRNA-mediated knockdown and western blotting: p27 (ED Fig. 1c), FOXM1 (ED Fig. 7i), RB1 (ED Fig. 8b), p107 (RGBL1, ED Fig. 8b),
p130 (RBL2, ED Fig. 8b), E2F4 (ED Fig. 8h), E2F5 (ED Fig. 8h), and cyclin A2 (ED Fig. 9c). All other antibodies were not directly validated
by us but were validated by the manufacturer for the same species and application as they were used in this study.

Eukaryotic cell lines

Policy information about cell lines and Sex and Gender in Research

Cell line source(s) MCF10A (ATCC: CRL-10317)
RPE-1 (ATCC: CRL-4000)
U20S (ATCC: HTB-96)
Hela (ATCC: CRM-CCI-2)
HLF (ATCC: PCS-201-013)
HEK293T (gift from Dr. Tobias Meyer's Laboratory at Weil Cornell Medical School, ATCC: CRL3216)
MCF7 (gift from Dr. Jing Huang's Laboratory at the National Cancer Institute, ATCC: HTB-22)
U20S CCNA2-eYFP (gift form Dr Arne Lindgvist's Laboratory at the Karolinska institute)
RPE-1 CCNA2-eYFP (gift form Dr Arne Lindqvist's Laboratory at the Karolinska institute)
RPE-1 CCNA2dd (gift from Dr. Helfrid Hochegger's Laboratory at Sussex University)
MCF10A p21-/- (gift from Tobias Meyer's Laboratory at Weil Cornell Medicine)

Authentication Cell lines purchased from ATCC were not further authenticated. MCF7 cells were authenticated by short terminal repeat
(STR) analysis peformed by the Huang Lab. HEK293T, USO2 CCNA2-eYFP, RPE-1 CCNA2-eYFP, RPE-1 CCNA2dd, and MCF10A
p21-/- cell lines were not authenticated.

Mycoplasma contamination Cells used in all experiments were routinely tested for mycoplasma contimination and only mycoplasma-negative cells were
used in experiments

Commonly misidentified lines  No commonly misidentified cell lines were used in the study
(See ICLAC register)
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