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Where Are We Now?

The emergence of basic copper
metallurgy 7000 years ago
marked the transition from the

Stone Age to the Metal Age. Two
hundred years ago or so, the in-
troduction of mechanized manufactur-
ing initiated the Industrial Revolution
and ushered humanity into modernity.
These days, progress in data process-
ing and information synthesis will
characterize the early 21st century as

the dawn of the artificial intelligence
(AI) era.

Undoubtedly, the societal transforma-
tions spurred by the introduction of metal
goods and later the Industrial Revolution
played a crucial role in shaping the evo-
lution and practice of medicine. In the
same vein, the groundbreaking technol-
ogy of AI is set to influence—and po-
tentially redefine—the field of medicine.

Early in its introduction to ortho-
paedics, AI was used to predict rela-
tively simple outcomes using purely
numerical inputs, such as length of stay
after arthroplasty [11], and to create
value-based payment models for re-
imbursement after hip fracture fixation
[6]. Just a few years of development
has led to the current state of AI in our
field, such as models used to identify
arthroplasty component manufacturers
using plain radiographs [5] and those
that can rival subspecialized physician
diagnostic prowess at identifying ver-
tebral fractures on radiographs [7].

However, there are many other
(perhaps more revolutionary) AI
methods that have thus far not been
used in orthopaedics. One such
method, which is getting a lot of at-
tention in the media, is the so-called
generative stable diffusion model used

by programs such as Dalle-2, which
can generate high-quality images from
text inputs and generative, pretrained
transformer large language models
[12] such as GPT4, the underlying
technology behind ChatGPT.

In this issue ofClinical Orthopaedics
and Related Research®, Lum [8] high-
lights an important application of
language-based AI to orthopaedics and
its current ability to digest and synthesize
orthopaedic knowledge. As shown here,
although the AI model was able to
quickly recall facts, it was largely unable
to synthesize aggregate information to
answer complex questions. Thus, we can
breathe a collective sigh of relief. At
least, for now, our jobs are safe [2]; the
program described here could not pass
the American Board of Orthopaedic
Surgery Part 1 examination.

Where Do We Need To Go?

Because AI technology is so revolu-
tionary, it is difficult to even fathom the
question of “Where do we need to go?”
Just as the Stone Age toolmaker
couldn’t have envisioned the benefits
of copper, just as the Copper Age
craftsman wouldn’t have contemplated
the advantages of iron, we are riding a
wave of history, and at best can try to
steer just a little bit.

This current study [8] highlights the
current state of how natural language
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models perform while synthesizing
highly domain-specific knowledge:
poorly. However, it must be noted that
ChatGPT was trained by scanning a
large corpus of general, English-
language texts (basically, combing
the internet), rather than by reading
specialized orthopaedic texts and
manuscripts. But just imagine if the
system had read those instead!

If we had an AI system that was
specifically trained for orthopaedic
knowledge, I’d imagine that it would
have passed the exam. With that,
we’d have a true paradigm shift in
how we teach and test budding or-
thopaedic surgeons and how these
surgeons would care for their patients.
Beyond the addition of a second (and
in many ways, better), ectopic brain to
aid the surgeon in diagnosis and
management of patient disease, such a
system could help improve a patient’s
satisfaction with their surgeon in the
clinic and ultimately lead to happier
patients [3].

Of course, such a system suggests
an obvious question: How can we in-
corporate AI into patient visits ethi-
cally and effectively to provide
unbiased, personalized care? All
trained models are susceptible to the
“garbage in, garbage out” rule: When
poor-quality or flawed data are used as
input for a computer system or algo-
rithm, the resulting information or
conclusions drawn will also be of poor
quality or flawed. Additionally, such
models act as a “black box,” meaning
their outputs cannot be reliably audi-
ted. Indeed, with edge cases, these
systems may confabulate predictions
and provide spurious information to
the end user [10]. It’s impossible (thus
far) to ask the AI, “how do you know
that you know that?”, for even a ref-
erence to a valid citation raises the
question, “Why did you choose that
citation?”, or deeper still, “Why did

you choose that particular search
strategy?” This process of asking
questions can be repeated recursively
ad infinitum. The combination of these
flaws of AI models means that bias can
be perpetuated throughout output text
[1] and we cannot perform a digital
autopsy to understand why such biases
exist [4].

The study in question [8] also raises
the issue of how and why standardized
testing is performed in our subspecialty.
As AI becomes more intelligent, does
the utility of a test that is based solely
upon a fund of knowledge become less
important? Should such tests focus
more on complex, less-algorithmic
problems that are outside the current
scope of AI? Or perhaps highlight is-
sues that arise with patient communi-
cation and shared decision-making?
These questions will likely become
more pressing as AI technologies enter
the exam room and operating theater.

How Do We Get There?

On a simple level, this current paper [8]
prompts us to examine the issue of
assessment. Just as the importance of
arithmetic proficiency diminished with
the introduction of pocket calculators,
the need to memorize facts becomes
less critical when the entire world’s
knowledge is accessible through our
smartphones. Consequently, we must
reassess the present state of certifying
exams. Are we truly serving learners
(and their patients) by awarding licen-
ses and certifications based on tests
that a poorly trained chatbot can almost
pass today? Maybe we are indirectly
testing the habits of mind and deferral
of gratification that allows a human to
pass the test, but if so, we need to be
honest about it.

On a more complex level, we must
grapple with the appropriate role of AI

in medicine. Microsoft is already pio-
neering the integration of medical-
domain expertise into generative lan-
guagemodels [9], such that future tools
might be able to diagnose medical
conditions and provide consensus-
based guidance on basic management
in a ChatGPT-like format. Beyond the
aforementioned issues regarding bias
and factually incorrect outputs, ac-
countability remains a large concern.
Who is the key stakeholder in such a
system? The developer, physician, or
the patient? When the system mal-
functions to result in patient harm, who
is at fault?

Because big changes are on the
horizon, we are in a unique position to
shape the trajectory of this technology
(although some argue it may already
be too late [13]). Early, frequent, and
vocal feedback to governing bodies
and developers is of paramount im-
portance. Ultimately, the stopgap is
us, as physicians and patient advo-
cates. No group is as committed to
protecting patients, and it is our duty
to shape the regulatory and safety
mechanisms surrounding the in-
evitable introduction of AI in medi-
cine. I fear that, without our summated
and coherent voice, AI may be
implemented hastily, without thor-
ough examination and dialogue.
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