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Background: Brain structure segmentation is of great value in diagnosing brain disorders, allowing 
radiologists to quickly acquire regions of interest and assist in subsequent analyses, diagnoses and treatment. 
Current brain structure segmentation methods are usually applied to magnetic resonance (MR) images, 
which provide higher soft tissue contrast and better spatial resolution. However, fewer segmentation 
methods are conducted on a positron emission tomography/magnetic resonance imaging (PET/MRI) system 
that combines functional and structural information to improve analysis accuracy.
Methods: In this paper, we explore a dual-modality image segmentation model to segment brain 
18F-fluorodeoxyglucose (18F-FDG) PET/MR images based on the U-Net architecture. This model 
takes registered PET and MR images as parallel inputs, and four evaluation metrics (Dice score, Jaccard 
coefficient, precision and sensitivity) are used to evaluate segmentation performance. Moreover, we also 
compared the proposed approach with other single-modality segmentation strategies, including PET-only 
segmentation and MRI-only segmentation.
Results: The experiments were conducted on the clinical head data of 120 patients, and the results show 
that the proposed algorithm accurately delineates brain volumes of interest (VOIs), achieving superior 
performance with 84.24%±1.44% Dice score, 74.36%±2.40% Jaccard, 84.33%±1.56% precision and 
84.73%±1.56% sensitivity. Furthermore, compared with directly using the FreeSurfer toolkit, the proposed 
method reduced the segmentation time, which only needs 20 seconds to segment the whole brain for each 
patient.
Conclusions: We present a deep learning-based method for the joint segmentation of anatomical and 
functional PET/MR images. Compared with other single-modality methods, our method greatly improved 
the accuracy of brain structure delineation, which shows great potential for brain analysis.
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Introduction

Brain scans can be applied to detect signs of various brain 
diseases, such as dementia, Parkinson’s disease (PD) and 
Alzheimer’s disease (AD) (1-3), and segmentation of the 
brain facilitates structural localization and morphological 
feature extraction, as well as the identification of diagnostic 
biomarkers. Magnetic resonance imaging (MRI) plays an 
important role in the study of the human brain because of 
its good performance in revealing brain anatomy, pathology 
and function (4,5). Although magnetic resonance (MR) 
images process higher soft tissue contrast and better spatial 
resolution, positron emission tomography (PET) images, 
which can effectively detect early lesions based on the 
metabolism of different tracers in different areas (6-8), are 
still needed to assist in the localization, visualization, and 
assessment of abnormal areas (9,10). However, most of the 
current segmentation methods are mainly based on MRI, 
and few studies (11-13) have focused on the PET/MRI 
dual modality, ignoring the improvement in segmentation 
accuracy by utilizing both functional and structural 
information.

Medical image segmentation is expected to divide the 
image into several regions that preferably correspond to 
anatomical regions, facilitating the interpretation of the 
image. Thresholding and region growing are the most 
common algorithms used for automated segmentation, 
and more sophisticated segmentation techniques, such 
as multiresolution analysis and the Markov random field 
(MRF) model, are also used to enhance segmentation. 
However, these methods are mainly designed for a single 
modality, such as MRI alone. For the segmentation 
of brain structure, the typical approach is atlas-based 
registration after preprocessing and spatial normalization 
of individual brain scans (14). The atlas, containing labeled 
segmentations, is either volume-based or surface-based and 
exists in a specific templated imaging space (15-17). Subject 
images are registered to the template, and the atlas is 
applied to map the location of the labeled brain structures. 
However, atlas-based methods ignore individual specificity 

because normal anatomical differences among patients can 
affect the performance of the method. The registration 
process can also be challenged when there are significant 
differences between the subject and template images, such as 
head tilt during image acquisition. Recently, some toolkits, 
such as FreeSurfer (18) and statistical parametric mapping 
(SPM) (19), have started to be used for segmentation tasks 
that can provide large-scale population-based segmentation 
results. Although these tools enhance segmentation 
efficiency, there are also expensive computational costs and 
potential failures in image registration (20-22). In addition, 
rigorous preprocessing steps, including skull stripping and 
bias correction, are required to increase the stability of 
these computational tools (13).

In recent years, with improvements in computing power, 
deep learning has been successfully applied in various 
fields, achieving good performance (23-29). Some rapid 
and effective deep learning-based parcellation approaches 
have been proposed (30-32) to overcome the limitations 
of indiscriminately applying atlas-based registration in 
healthy subjects. Encoder-decoder networks (33-35) are 
commonly used for medical image segmentation, such 
as segmenting retinal vascular datasets and analyzing the 
differences between the retinas of healthy individuals and 
those with AD based on the segmentation results (36). 
Guha Roy et al. proposed a QuickNAT model to segment 
the whole brain into 27 structures based on the U-Net 
architecture (37). Rashed et al. applied a single-encoder 
and multi-decoder network for segmenting the brain into 
7 structures (38). Li et al. used a multi-view approach to 
segment the claustrum in T1-weighted MRI scans (39), 
obtaining better segmentation results than several methods. 
However, these methods are mainly designed for MRI 
with a modality. Some approaches have also introduced 
multimodal information, combining PET and MR images. 
Subramanyam Rallabandi and Seetharaman developed an 
Inception-ResNet wrapper model to differentiate healthy 
controls (HC), mild cognitive impairment (MCI), and AD, 
which takes the fusion of MR and PET images as input (40). 
Similarly, Kong et al. proposed an image fusion method to 
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fuse MR images with PET images from AD patients and 
used three-dimensional (3D) convolutional neural networks 
(CNNs) to evaluate the effectiveness of the proposed fusion 
approach in both dichotomous and multiclassification 
tasks (41). Both methods fuse PET and MR images 
together before feeding them into the network. Huang 
et al. proposed two different network architectures based 
on a 3D CNN to implement the multimodality classifier, 
which discussed the case of PET and MR images as parallel 
and independent inputs, respectively (23). However, this 
approach only targets the hippocampal area.

In this paper, we explore an automatic brain segmentation 
method based on 18F-fluorodeoxyglucose (18F-FDG) PET/
MR dual-modality registration with an encoder-decoder 
architecture. MR images address the shortcomings of 
low-resolution PET images, while PET images supply 
functional features. To improve performance and reduce 
time costs, functional (PET) and structural (MRI) features 
are both employed in the encoder-decoder architecture. To 
assess our method, we investigate four canonical evaluation 
metrics and compare the values to those obtained with 
PET-only and MRI-only methods. The dual-mode input 
method is expected to achieve better results than the single-
mode input approaches.

The contributions of this paper are summarized as 
follows:

(I)	 We explored a multimodality brain segmentation 
method with PET and MR images as parallel 
inputs. Our method incorporates both functional 
and structural information, and the experimental 
results also prove the effectiveness of our approach, 
which has improved the segmentation accuracy 
compared to single-modality methods.

(II)	 Our  mode l  has  the  ab i l i t y  to  reduce  the 
segmentation time. We calculated the computation 
time during the test process and found that it took 
only 20 s to segment the whole brain into 45 brain 
structures instead of over 6 hours with FreeSurfer 
toolkits, reducing the time consumption.

(III)	 The proposed method can be applied to other 
multimodal tasks, such as lung cancer segmentation 
based on PET/computed tomography (CT) 
images. Multimodal segmentation methods can 
utilize more complementary information in image 
analysis, promoting segmentation accuracy.

The remainder of this article is arranged as follows: 
section “Methods” presents the details of our proposed 
network with the utilized datasets and evaluation metrics. 

Next, we show the experimental results and an evaluation 
of our proposed method in section “Results”. Section 
“Discussion” describes a discussion of the findings and plans 
for future work. Finally, we report our conclusion in section 
“Conclusions”. We present this article in accordance with 
the MDAR reporting checklist (available at https://qims.
amegroups.com/article/view/10.21037/qims-22-1114/rc).

Methods

PET/MR data acquisition

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). The Ethics 
Committee of Henan Provincial People’s Hospital & the 
People’s Hospital of Zhengzhou University approved this 
study. Because the study is a retrospective study of a sample 
or database established by the hospital, written informed 
consent form was omitted. 

Our datasets contain 18F-FDG PET/MR head images 
from 120 subjects that were acquired on an integrated 
3.0 T PET/MRI scanner (uPMR 790, manufactured by 
United Imaging Healthcare, UIH, Shanghai, China). The 
patients’ heights ranged from 1.14 to 1.85 m, and the 
weights ranged from 17 to 115 kg. Patients were injected 
with an 18F-FDG tracer after fasting for at least 6 hours, 
and the ordered subset expectation maximization (OSEM) 
algorithm was used to reconstruct the images. Table 1 
shows the parameters of the PET/MRI system. The sizes 
of the registered 18F-FDG PET and MR images were 
230×256×176 and 300×300×317.8 mm3, respectively, while 
the sizes of the original 18F-FDG PET and MR images 
were 345×384×264 and 192×192×227 mm3, respectively.

Image preprocessing

The image preprocessing approach includes five steps, 
and the first two steps, reconstruction and registration, 
are shown in Figure 1. First, we reconstructed the raw 
MR images to 256×256×256 pixel regions with a size of 
1 mm. Then, we registered the raw 18F-FDG PET and 
decapsulated MR images via Advanced Normalization 
Tools (ANTs). Next, we divided all images along the y-axis 
to obtain axial slices. After that, z score normalization was 
performed on the 18F-FDG PET/MR images; the mean was 
subtracted from each pixel value, and the pixel values were 
divided by the standard deviation of all pixels in the slice. 
We used the FreeSurfer toolkit to generate masks according 

https://qims.amegroups.com/article/view/10.21037/qims-22-1114/rc
https://qims.amegroups.com/article/view/10.21037/qims-22-1114/rc
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Table 1 Parameters of the MRI and PET systems

Parameter MRI PET

Repetition time (ms) 7.19 –

Echo time (ms) 3 –

Inversion time (ms) 750 –

Width (mm), mean [SD] 230 [345] 300 [192]

Height (mm), mean [SD] 256 [384] 300 [192]

Depth (mm), mean [SD] 176 [264] 317.8 [227]

Pixel size (mm3) 0.666667×0.666667×0.66665 1.5625×1.5625×1.39999

MRI, magnetic resonance imaging; PET, positron emission tomography; SD, standard deviation.

Original PET (192×192×227)

Original MRI (345×384×264)

FreeSurfer

FreeSurfer

PET (256×256×256)

MRI (256×256×256)

Mask (256×256×256)

Registration by ANTs

Remove skull

Reconstruction

Figure 1 Reconstruction and registration by FreeSurfer and ANTs toolkits. The FreeSurfer toolkit helped to segment the raw brain MR 
images, generating 45 labels as the ground truth. The ANTs toolkit registered 18F-FDG PET images with MR images, and eventually, we 
obtained masks, 18F-FDG PET images, and MR images of the same size. ANTs, Advanced Normalization Tools; FDG, fluorodeoxyglucose; 
MR, magnetic resonance; MRI, magnetic resonance imaging; PET, positron emission tomography.

to atlases in standard space. The masks we obtained were 
applied as the ground truth during the training process. 
Since the 18F-FDG PET and MR images were already 
registered, the ground truth was the same. Finally, for 

multiclass segmentation, we changed each mask slice from 
256×256 to 45×256×256 with a one-hot encoder, where 
45 indicated 45 different types of labels, and the labels are 
shown in the Table S1.

https://cdn.amegroups.cn/static/public/QIMS-22-1114-Supplementary.pdf
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Figure 2 Illustration of our network. The network takes the 18F-FDG PET/MR slices as parallel input, and the output is the segmented 
mask. The U-net architecture performed multiscale feature extraction and fusion for 18F-FDG PET/MR images, facilitating accurate 
segmentation. FDG, fluorodeoxyglucose; MR, magnetic resonance; PET, positron emission tomography.

CNN implementation

We combined the functional characteristics of PET images 
and the structural characteristics of MR images with CNNs 
to improve the segmentation results. As shown in Figure 2,  
our model is based on the U-Net architecture, which 
takes the axial slices of the registered 18F-FDG PET/MR 
images as its input during both the training and testing 
processes, and the output is the brain segmentation results. 
To extract features at different scales, we employed the 
two-dimensional (2D) convolutional layer with a kernel 
size of 3×3 and the maxpooling layer with a kernel size of 
2 for downsampling. Both of the layers have a stride of 1. 
In addition, we used skip connections to facilitate feature 
fusion. In the decoding staging, we applied the transpose 
convolution layer with a kernel size of 2×2 and a stride of 2 
to gradually recover the size of the image.

The most commonly used loss functions in image 
segmentation tasks are the pixelwise cross-entropy loss 

and Dice coefficient loss functions. The generalized Dice  
loss (42) was proposed to optimize multiclass segmentation 
networks based on the Dice coefficient and can be 
formulated as follows:
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where M represents the number of classes, N represents the 
number of pixels, pi,j represents the jth class of the ith pixel in 
the predicted slice, and gi,j represents the jth class of the ith 
pixel in the ground truth slice.

Moreover, the cross-entropy loss function (43,44) is the 
most widely used loss function in image segmentation tasks 
and is suitable for both binary classification and multiclass 
classification tasks. For multiclass segmentation tasks, the 
loss function can be formulated as follows:

( ), ,1 1
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ce i j i ji j
L g p

= =
= −∑ ∑

 	
[2]

In view of the above considerations, we used a mixed loss 
function with both the Dice loss and cross-entropy loss. 
Our proposed loss function is formulated as follows:

 ( )  1dice ceLoss L L= + −α α
	

[3]

Where α is known as the balance factor and is the 
hyperparameter of the weight Ldice while (1−α) is the 
hyperparameter of the weight Lce.

To determine the optimal parameter value of α, we set 
this hyperparameter to 0, 0.2, 0.4, 0.5, 0.6, 0.8, and 1.0. 
The Dice coefficient was used as the evaluation metric, and 
the experiments were conducted under the same conditions. 
The quantification results are shown in Figure 3. We found 
that when the value of α is 0 or 1.0, the Dice value was 
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Figure 3 Dice score of the results with different balance factors. 
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much lower, which indicates that combining multiple loss 
functions helps in the segmentation of brain structures. In 
particular, the model worked best when the value of α was 
equal to 0.5. Therefore, we set α to 0.5 in our experiments.

Our algorithm was implemented in the PyTorch 
framework with the Adam optimizer. The initial learning 
rate was 1×10−4 and decreased to 1×10−6 after 300 epochs. 
In addition, we set the batch size to 16. The training 
procedures of the networks were conducted on a personal 
computer with an NVIDIA GTX3090Ti GPU.

Evaluation metrics

Four metrics were used to evaluate different aspects of the 
segmentation performance in the reported experiments. 
The Dice similarity is an overlap metric that is commonly 
used to quantify segmentation accuracy, and it is formulated 
as follows:

seg gt

seg gt

2 V V 2TP  
2TP FP FNV V

Dice = =
+ ++



	

[4]

where Vseg denotes the pixels in the predicted binary 
segmentation result, while Vgt are the pixels in the ground-
truth binary segmentation result. For a certain category, 
the pixels that belong to this category are positive, and 
those that do not belong to this category are negative. 
TP denotes the number of positive ground-truth pixels 
for which the predicted pixels are also positive. FP is the 
number of negative ground-truth pixels for which the 
predicted pixels are positive. FN is the number of positive 
ground-truth pixels for which the predicted pixels are 
negative.

The Jaccard coefficient is typically used to assess the 
degree of similarity between two sets (sometimes referred to 
as the intersection over the union or IoU). It is defined as:

seg gt

seg gt

V V TP
TP FP FNV V

Jaccard = =
+ +





	

[5]

Precision represents the proportion of positive pixels 
with correct predictions, which refers to samples with 
positive predicted values and positive ground-truth values, 
defined as follows:

TP
TP FP

Precision =
+

	

[6]

The final metric is sensitivity, which describes the 
proportion of identified positive cases to the total number 
of positive cases.

TP
TP FN

Sensitivity =
+ 	

[7]

In summary, we selected these four evaluation metrics to 
measure the model performance from different perspectives 
and compared the single-modality and dual-modality 
approaches through the quantitative results.

Results

Overall quantitative quality

We first present the overall comparative results between 
the dual-modality and single-modality inputs in different 
views, as shown in Figure 4. The PET-only-based results 
show only rough outlines, while the MR-only-based 
results and the proposed method show more details. 
Moreover, the results of the proposed method are more 
consistent with the ground truth than the MR image 
input results, such as the yellow area in Figure 4A. In the 
outlined area, the red mask is not closed in the PET-only-
based segmentation results, while the green mask from the 
MRI-only-based methods has a gap. In contrast, the dual-
modality result is closer to the ground truth. In Figure 4B, 
the PET-only-based method can only predict the overall 
outline, while the detailed prediction performance is poor. 
The MRI-only and dual-modality prediction results are 
almost the same as the gold standard for the boxed region, 
which was placed in the lower right corner, but the dual-
modality results in the upper right bifurcation are closer 
to the ground truth. Moreover, in Figure 4F, we found that 
the proposed model can perceive the presence of small 
structures that cannot be successfully segmented using the 
high-resolution MR images alone while combining the 
structural and functional information. The visual results 
demonstrate that compared with single-modality PET, 
dual-modality inputs help the method to predict more 
details.

Figure 5 shows the values of the four evaluation 
indicators for all categories, which were obtained from our 
method. As shown in Figure 5, 15 labels have statistical 
Dice values greater than 90%, 14 labels have values greater 
than 80% and less than 90%, 9 labels have values between 
60% and 80%, and only the 19th (left-vessel), 35th (right-
vessel), 38th (non-WM-hypointensity) and 39th (optic-
Chiasm) labels cannot be predicted because the test cases 
contain only 22.5, 12.75, 0.04 and 168.67 pixels on average 
out of a total of 173,056 pixels in the whole brain. We 
presented four cases where the Dice value is greater than 



Quantitative Imaging in Medicine and Surgery, Vol 13, No 7 July 2023 4453

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2023;13(7):4447-4462 | https://dx.doi.org/10.21037/qims-22-1114

GT

PET

MRI

DUAL

A B C D E F

Figure 4 Segmentation results of all classes shown in axial, coronal, and sagittal views. The first row shows the ground truth, and the 
second row presents results from the PET-only-based segmentation, while the third row presents the results from the MRI-only-based 
segmentation. The last row shows the results of our method, and the yellow boxes denote the regions of interest. (A) Frontal lobe; (B) 
parietal lobe; (C) temporal occipital lobe; (D) lateral ventricle; (E) cerebellum; (F) corpus callosum. DUAL, dual-modality method; GT 
ground truth; MRI, magnetic resonance imaging; PET, positron emission tomography.

90%, between 80% and 90%, between 60% and 80%, and 
not predictable. In addition to the above 4 cases, the mean 
and standard deviation values of the Dice, Jaccard, precision 
and sensitivity metrics are 84.24%±1.44%, 74.36%±2.40%, 
84.33%±1.56% and 84.73%±1.56% in the 24 tested cases, 
respectively.

We compare the results of the single-modality and dual-
modality inputs in terms of the four evaluation indicators, 
and the results are shown in the box plot in Figure 6. The 
box plot has 5 components: the bottom edge, quarter digit, 
median, three-quarter digit and upper edge. As shown in 
Figure 6, the mean values of our proposed method are the 
highest for four evaluation metrics, which demonstrates that 
the segmentation results from the proposed dual-modality 

method can obtain better quantitative results reflecting the 
superiority of our method over the unimodal method.

In summary, regardless of the visual  results  or 
quantitative results, the method proposed in this paper 
performs better than the single-channel input methods, 
substantially improving the segmentation effect from single 
PET images.

Specific brain structure quantitative quality

To better illustrate the segmentation performance of our 
method for complex and small brain structures, we present 
the segmentation results for Right-Cerebral-White-
Matter, Left-Inferior-Lateral-Ventricle, Left-Lateral-
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Figure 5 Quantification results for all labels. The bar charts show the specific values of the four evaluation indicators for all labels.

Ventricle and 3rd-Ventricle in Figure 7. The first to third 
rows of Figure 7 represent three views of the segmentation 
results for the Right-Cerebral-White-Matter in case 1,  
and the yellow boxes represent the areas where our 
method outperforms the other methods. We find that 
the single-modality PET predicts only the rough outline, 
while the single-modality MRI and dual-modality methods 
are consistent with the ground truth. In particular, for the 
coronal view of case 1, in the yellow box, there is a very 
small dotted structure, namely, the occipital gyrus, in the 
ground truth that cannot be predicted by single-modality 
methods, while our method succeeds. Similarly, for the 

axial and sagittal views of case 1, the results in the boxed 
region from the dual-modality methods are closer to the 
ground truth and better at predicting details. In addition, 
we show another example with the Left-Inferior-Lateral-
Ventricle, Left-Lateral-Ventricle and 3rd-Ventricle 
from case 2, and the same situation occurs in these 
results. The visual results show that in terms of the label 
comparison, the results of the single-modality MRI and 
bimodal methods are almost the same as the true label, far 
exceeding the results of the single-modality PET method, 
and the bimodal method outperforms the single-modality 
MRI approach.
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Furthermore, we select five other types of labels from 
another case according to their Dice values to compare the 
results of the dual-modality and single-modality methods 
in the axial, coronal and sagittal views, as shown in Figure 8.  
The Dice values are the means of the labels shown in the 
slices. For example, in the coronal view, the segmentation 
results of the MRI-only and proposed approaches show 
more details than the PET-only segmentation results, while 
the segmentation results of the proposed method are closer 
to the ground-truth label in the blue mask and the middle 
pons ring area. Visually and numerically, the results of the 
proposed method are better than those of the MRI-only 
method and the PET-only method.

For a comprehensive comparison, we randomly select 
sixteen labels and compare the Dice values of the PET-
only, MRI-only and proposed methods, as shown in Table 2.  
The best values are highlighted with bold font, and the 
overall result is included in the last line of the table. The 
proposed algorithm obtained accurate delineation, with 
an average Dice similarity score of 86.87%. Compared to 
the PET-only-based method, we improved the Dice value 
by 23.29% and performed slightly better than the MRI-
only method. Specifically, for label Nos. 2, 8, 22 and 28, 
the Dice values of the MRI-only segmentation methods 
were below 90%, while our method exceeded 90%, greatly 
improving the segmentation accuracy. Additionally, 
for label No. 36, the PET-only-based method cannot 
accomplish the segmentation task with a Dice value of 
zero. Although the MRI-only segmentation method 
enables segmentation, it also has a relatively lower Dice 

value, while our method obtains higher quantification 
results. For the 16 selected labels, the Dice values of 
the proposed method are the best relative to the single-
modality approach, reflecting the effectiveness of fusing 
structural and functional information.

Clinical quantitative quality

In this subsection, the tumor background ratio was used to 
quantitatively evaluate the PET image segmentation, and 
the results are listed in Table 3, where the values for the 
ground truth and the proposed method represent the ratio 
of tumor background in the ground truth and dual-mode 
segmentation results, while the rate indicates the relative 
error of the tumor background ratio between the ground 
truth and the proposed results. The tumor background ratio 
is equal to the intake dose of a certain brain area compared 
to the intake dose of the upper pons. Here, we chose the 
lateral ventricle (label Nos. 3 and 23 are the left and right 
lateral ventricles, respectively), the thalamus (label Nos. 
4 and 27 are the left and right thalamus), and the caudate 
nucleus (label Nos. 8 and 28 are the left and right caudate 
nucleus) as our brain structures of interest. We chose these 
regions because they have considerable clinical significance: 
lateral ventricle dysfunction can cause hydrocephalus, the 
cerebellum controls motor coordination, cerebral infarction 
often occurs in the thalamus, and atrophy of the caudate 
nucleus is associated with Huntington’s disease (HD). The 
experimental results show that our method has a clinical 
tolerance rate of no more than 5% when compared with 
that of the ground truth.

Discussion

This work presents an automatic segmentation algorithm 
based on a 2D deep neural network with two input channels. 
We compared our segmentation results to the results 
of single-input methods in terms of the Dice, Jaccard, 
precision and sensitivity metrics, and the results showed 
that the proposed method achieves more accurate and faster 
brain structure segmentation. The overall and individual 
label effects were assessed visually, and the scores of various 
labels in terms of four evaluation indicators were compared. 
In addition, the results of the proposed method have a 
clinical tolerance rate of less than 5% compared with the 
ground truth. The results show that our proposed method 
outperforms single-channel input methods, especially the 
PET single-channel input approach. Thus, our method 
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metrics obtained by the single-modality PET, single-modality MRI 
and proposed dual-modality PET/MRI methods. ‘•’, ‘■’ and ‘▲’ 
denote outliers. MRI, magnetic resonance imaging; PET, positron 
emission tomography.
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the Right-Cerebral-White-Matter. For case 2, we present the segmentation results of the Left-Inferior-Lateral-Ventricle, Left-Lateral-
Ventricle and 3rd-Ventricle. DUAL, dual-modality method; GT, ground truth; MRI, magnetic resonance imaging; PET, positron emission 
tomography.
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results are marked in yellow. GT, ground truth; MRI, magnetic resonance imaging; PET, positron emission tomography.

Table 2 Quantitative comparison of the Dice measures obtained by the PET-only, MRI-only and proposed methods for 16 labels

Label No. Name PET-only MRI-only Proposed method

1 Left-Cerebral-White-Matter 76.81% 93.82% 94.95%

2 Left-Cerebral-Cortex 70.38% 89.33% 91.07%

3 Left-Lateral-Ventricle 71.68% 91.11% 92.37%

7 Left-Thalamus-Proper 80.82% 90.80% 91.58%

8 Left-Caudate 80.91% 88.61% 90.86%

10 Left-Pallidum 78.74% 84.78% 86.04%

13 Brain-Stem 88.37% 93.53% 94.07%

15 Left-Amygdala 74.44% 82.94% 84.65%

18 Left-Ventral DC 71.45% 84.99% 86.08%

22 Right-Cerebral-Cortex 70.93% 89.75% 91.26%

23 Right-Lateral-Ventricle 69.05% 90.32% 91.66%

27 Right-Thalamus-Proper 81.19% 90.22% 91.52%

28 Right-Caudate 81.26% 88.23% 90.14%

36 Right-Choroid-Plexus 00.00% 58.20% 60.77%

42 Cerebral Cortex_Central 59.43% 68.54% 71.83%

44 Cerebral Cortex_Anterior 71.92% 78.35% 81.02%

Overall – 70.46% 85.22% 86.87%

DC, dorsal caudate; MRI, magnetic resonance imaging; PET, positron emission tomography.
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Table 3 Tumor background ratio in two cases in the lateral ventricle, thalamus, and caudate nucleus

Label 
No.

Name
Case 3 Case 4

Ground truth Proposed method Rate Ground truth Proposed method Rate

3 Left-Lateral-Ventricle 0.4153 0.4155 0.04% 0.3489 0.3480 0.24%

4 Left-Inferior-Lateral-Ventricle 0.3220 0.3206 0.43% 0.3325 0.3271 0.16%

8 Left-Caudate 0.0229 0.0221 3.42% 0.0154 0.0157 2.08%

23 Right-Lateral-Ventricle 0.5746 0.5933 3.26% 0.6324 0.6276 0.76%

27 Right-Thalamus-Proper 0.3194 0.3165 0.93% 0.3287 0.3389 3.10%

28 Right-Caudate 0.3331 0.3392 0.18% 0.3153 0.3310 5.00%

provides an opportunity for personalized assessments and 
can be applied as a tool to analyze brain diseases with high 
efficiency and accuracy.

In addition, we found that the proposed method can 
reduce the segmentation time compared to using the 
FreeSurfer toolkits. During the test process, we calculated 
the computation time, which only required 20 seconds 
to segment the whole brain to 45 brain structures instead 
of over 6 hours with the FreeSurfer toolkit. Some studies  
(45-47) also suggest that the time to segment brain images is 
longer with the FreeSurfer toolkit. For instance, Rebsamen 
et al. spent an average of 9.3 hours for 454 MR images using 
FreeSurfer toolkits, and when they enhanced the contrast 
of MR images, the median processing runtime increased to 
15.6 hours (48). Existing references indicate that traditional 
whole-brain segmentation methods still apply standard 
brain templates (7). The segmentation accuracy of these 
methods is limited, and tools such as FreeSurfer take a 
considerable amount of time to perform segmentation. In 
this article, we used deep learning methods and dual-modal 
input features to improve the segmentation performance 
and reduce time costs.

Class unbalancing is also worthy of attention. When we 
segmented the brain, we found that the 19th (left-vessel), 
35th (right-vessel), 38th (non-WM-hypointensity) and 39th 
(optic-chiasm) labels could not be segmented because they 
occupied only 22.5, 12.75, 0.04 and 168.67 pixels on average 
out of a total of 173,056 pixels in the whole brain. Different 
shapes of the structures lead to the problem of class 
imbalance, which also poses a challenge to the segmentation 
task (49). In future work, we will consider adding weights 
to these structures that occupy fewer pixels to facilitate the 
segmentation of small structures.

The segmentation of some tiny structures also deserves 
attention. Our method cannot segment the 19th, 35th, 38th 

and 39th labels because the proportion of these labels in the 
brain is less than 1/1,000 on average, which indicates the 
difficulty of segmentation for some tiny structures by our 
method. In future work, we will develop improvements to 
our method to facilitate the precise segmentation of brain 
images. In addition, considering that manual labeling is 
tedious and labor intensive (1,50), we used the brain mask 
generated by the FreeSurfer toolkit as ground truth. To 
increase the credibility of our method, we will also collect 
more patient data to validate our method in future work.

Conclusions

In this study, we explore a deep learning-based whole-
brain automatic segmentation method based on PET/MR 
registration. The purpose of this work is to improve the 
segmentation accuracy and to quickly obtain segmentation 
results to assist doctors in subsequent patient diagnoses and 
treatment. Our experiments prove that the bimodal PET/
MR method has a better segmentation effect than either 
mode individually. We found that (I) after registration, 
PET and MR images contain complementary information, 
with MRI information considerably assisting PET images; 
(II) the dual-modality segmentation results are better than 
the single-modality segmentation results. Although our 
method performs better for brain segmentation, it is still 
difficult to segment some tiny structures. In future work, 
we will improve our method and apply our method to other 
multimodal segmentation tasks, such as PET/CT.
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