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Introduction

More than 34.2 million patients live with diabetes mellitus 
(DM).1 Individuals with DM use carbohydrate (CHO) count-
ing techniques to estimate the appropriate prandial dose of 
insulin. Prior studies have shown that insulin-treated patients 
with DM experience difficulties in estimating CHO2,3 and 
their accuracy may be as low as 59%.4 Therefore, there is a 
need to provide patients with resources to improve their 
accuracy in counting CHO. Moreover, the prevalence of obe-
sity has exponentially risen to 39.6% over five years5 which 
has been the driving force behind the rapid emerge of smart-
phone applications (apps).6 Accurate estimation of CHO and 
other nutrients could be beneficial in attempts to manage DM 
and obesity, leading to improved glycemic control and 
weight reduction, respectively, as well as preventing patient 
malnutrition in hospitals and geriatric clinics.7 There are 
various standardized methods of measuring dietary intake, 
such as 24-hour food recall and food frequency question-
naires.8 However, existing methods are time consuming, 
costly, lack precision,9 and have difficulties with estimating 
portion sizes.10

For these reasons, new methods have been introduced to 
document nutritional intake based on food photos or videos 
acquired using smartphone cameras and can be divided 
according to the technological features that they incorporate. 
The first group are the apps where the user needs to manually 
insert the type and portion size of the food item or beverage 
after capturing its image. In the second group, the user takes 
a photo/video of a meal, and a dietitian analyses the data and 
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returns the output to the user. The third group are apps that 
incorporate some degree of automation, such as automatic 
food identification of a captured photo. The recent advances 
in the field of artificial intelligence (AI) and smartphone 
technologies allowed the development of apps that are com-
pletely automatic. Specifically, the user takes a photo/video 
of a meal, and the app automatically detects and identifies 
the various food items, estimates the volume, and, by using 
information from food composition databases, outputs the 
nutrient values.11

In this review article, we present the available systems 
that use image/video as input and employ AI-based features 
to estimate nutritional information for food/beverages.

Methodology

PubMed was used to identify suitable studies conducted dur-
ing the period January 2010 to January 2022 and published 
in English. The following queries were used: (((Image) OR 
(video)) AND ((((dietary assessment) OR (diet record)) OR 
(dietary monitoring)) AND (((((smartphone) OR (mobile 
phone)) OR (mobile telephone)) OR (mobile device)) OR 
(mHealth)))) AND (((((((AI) OR (artificial intelligence)) OR 
(machine learning)) OR (computer vision)) OR (augmented 
reality)) OR (food recognition)) OR (volume estimation)) 
and 41 articles were found (Figure 1).

Results

The systems were divided into three categories based on the 
environment for which they were mainly evaluated: labora-
tory, preclinical, and clinical evaluation. In Table 1, we pres-
ent some of the published software apps that have been 
developed based on image/video analysis and focus on their 
performance and a few of their most common characteristics. 
Clinical setting studies include complete systems, that is, 
from image/video capture to estimation of nutrient content 
and have been tested in the framework of a trial. Preclinical 
evaluation studies include prototypes evaluated within the 
framework of feasibility studies and involve a small number 

of participants (n < 10). Studies in the laboratory settings 
mostly include approaches that are evaluated in terms of 
technical performance and focus on the automatic or semiau-
tomatic features for food recognition and/or volume estima-
tion. In the following sections, we present in chronological 
order the systems that exist, starting with those tested in a 
clinical setting, then those tested in the preclinical setting, 
and finally those tested in a laboratory setting.

Studies Conducted in a Clinical Setting

The systems described below are considered as first genera-
tion, in the sense that they mainly use classical AI approaches 
along with image processing methods aiming at semi-autom-
atization or full automatization of the dietary assessment 
pipeline. They provide significant algorithmic approaches 
that have facilitated research on more accurate and computa-
tionally efficient approaches that are closer to the end users’ 
needs.

Three studies that are presented below use either semiau-
tomatic or fully automatic systems. Two of the systems use 
semiautomatic apps16-19,40 and one uses an automatic 
app.12,13,15,41 One of the apps incorporated a semiautomatic 
feature for the food recognition part and asked the user to 
manually insert information on portion size.16 One app asks 
the user to confirm food type and portion size,17,19 while one 
app gives the user the possibility of correcting food classifi-
cation and food segmentation once the respective results 
have been provided.12

GoCARB is an Android app for people living with DM1 
to help them estimate the CHO content of plated meals. The 
user takes two food images of the dish before eating, while a 
credit-card–sized fiducial marker is placed next to the dish. 
The food is automatically detected and recognized, the 
respective volume is estimated,41 and the CHO content is cal-
culated using the United States Department of Agriculture 
(USDA) food composition database. GoCARB has been 
studied in a variety of settings. In the preclinical setting, the 
repeatability of the system’s results and the consistency of 
the modules were tested by evaluating 24 dishes, achieving 

Figure 1.  Flowchart of the study selection process.
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low errors.12 Another study found that the GoCARB system 
gave lower mean absolute error for CHO estimation than 
self-estimations by participants living with DM1.13 GoCARB 
has also been compared with dietitians with respect to the 
accuracy of CHO estimation15 and achieved similar results. 
Last, the use of GoCARB utility was evaluated in the clinical 
setting in a randomized controlled crossover study versus 
standard methods of counting CHO. Postprandial glucose 
control was studied in 20 adults with DM1, using sensor-
augmented insulin pump therapy.14

Mobile Food Record (mFR) is an iOS app by which the 
user takes a picture before and after meal consumption to 
estimate food intake.17 From the meal images, the food is 
segmented, and food type is identified based on textural and 
color features along with a support vector machine (SVM). 
To estimate food volume, a fiducial marker of known dimen-
sions must be placed next to the food. In this app, the results 
are sent back to the user who confirms and/or adjusts the 
information with regard to food identification and portion 
size and sends it back to the server. The data are indexed with 
a nutrient database, the Food and Nutrient Database for 
Dietary Surveys, to retrospectively calculate the content of 
the foods consumed. The mFR’s accuracy in collecting 
reported energy intake has been demonstrated by comparing 
it with the doubly labeled water (DLW) technique.19 The par-
ticipants were asked to capture photos of their food before 
and after eating for 7.5 days. The energy estimates using 
mFR correlated significantly with energy expenditure using 
DLW. The system was also tested in 78 adolescents taking 
part in a summer camp.18 The energy intake measured from 
the known food items for each meal was used to validate the 
performance of the system.17

Keenoa16 is a smartphone image-based dietary assess-
ment app where the user takes a photo of a single food item, 
and the app automatically presents a number of food options 
to the user to select the correct food type. The user estimates 
and manually enters the serving size using visual aids (eg, 
cups) and selecting the unit (eg, weight, volume). Nutrient 
estimations are produced automatically, as the app is linked 
to the Canadian Nutrient File (2015) database. Keenoa app is 
only accessible to registered dietitians in Canada so that they 
can accurately generate individuals’ dietary intake. A study 
in 72 healthy adults has assessed the relative validity of 
Keenoa app compared with a three-day food diary and the 
estimations of dietitians.16 The results reflected significant 
differences between the output of the Keenoa app and the 
analysis of the dietitians. The majority of nutrients consumed 
by the Keenoa-participants were under-recorded compared 
with the results of the Keenoa dietitian. In a qualitative anal-
ysis of the app’s evaluation, participants (n = 50) pointed out 
positive characteristics of the app including food recognition 
and easier data collection than with paper and pencil meth-
ods. However, the barcode scanner, the limited food data-
base, and the time needed to enter food items were challenging 
for them.40

Studies Conducted in a Preclinical 
Setting

These systems belong to new-generation apps which are still 
under development. The researchers developed the results of 
the first-generation systems and employed various enhance-
ments to improve them. Along with the availability of pow-
erful hardware and the recent advances in sensor technologies, 
the smartphones extended their capabilities and, for example, 
made it possible to bypass the fiducial marker requirement, 
together with the synergistic use of information from smart-
phone’s embedded sensors beyond cameras.

Seven studies have been identified that were conducted in 
a preclinical setting. Two of these were tested in a small 
group of participants who were asked to estimate portion size 
or nutrient values.20,23 Five systems only used real foods that 
were weighed during the study.21,22,24-26

BEar is a semiautomatic Android app designed to estimate 
CHO. The user identifies food on their plate from a list and 
points the camera to the food plate with a fiducial marker in 
front of it.20 A red circle marks the food drawing area in three 
dimensions and the user can accept or redraw the suggested 
shape. The app then measures the food volume, which is con-
verted to CHO estimation using the USDA database. BEar 
app was integrated in a diabetes diary app that allowed users 
to keep track of food intake, blood glucose levels, insulin 
injections, and physical activity which are then accessible to 
health care providers. BEar app was tested in the preclinical 
setting in a study where eight patients with DM1 attended 
training sessions and visually estimated the CHO content of 
meals in laboratory setting at the beginning and the end of 
the study (one-month difference). In 8/18 of the estimations, 
the absolute error decreased by at least 6 g of CHO when 
comparing beginning against ending study estimations.

DietCam21 recognizes food and calculates calorie content 
from three images or a short video. It is automatic but also 
has the option of being semiautomatic if food is not correctly 
recognized. The app consists of three main modules: image 
manager, food classifier, and volume estimator. The image 
manager either receives three images from the user or 
extracts them from a video input. The food classifier seg-
ments and classifies each food part against local images and 
remote databases, which is assisted by optical character rec-
ognition techniques or user inputs. Finally, the volume is 
estimated by means of a reference object or by user input. To 
obtain calorie content, the USDA database is used. The rec-
ognition accuracy of DietCam was tested with real food 
items (n = 20).

goFOOD is an app that supports input from images and/or 
short videos.22 It automatically outputs energy and macronu-
trient content of meals by detecting, segmenting, and identi-
fying more than 300 food items, and reconstructing the 3D 
model—after being linked to nutrient databases. The system 
also supports food item identification for packaged products 
using the smartphone’s camera as a barcode scanner. The 



Vasiloglou et al	 1061

system has been validated on two multimedia databases: one 
containing Central European meals and the other containing 
fast-food meals. goFOOD outperformed the estimations of 
experienced dietitians in the European meals and achieved 
comparable performance on standardized fast-food meals.22 
A modified version of goFOOD has been used for the auto-
matic assessment of adherence to Mediterranean diets and 
was able to recognize multiple food items and their corre-
sponding portion sizes simultaneously from a single image. 
The results showed that the algorithm performed better than 
a widely used algorithm and gave similar results to those of 
experienced dietitians (n = 4).42 One version of the system, 
named goFOOD Lite, has been also used as a tracking tool 
without providing output to the user—in a study aiming at 
determining the common human mistakes made by users.43

A system was initially aimed at measuring dietary intake 
for people living with diabetes.23 The user needs to take a 
360° video of the food and the system asks the user to insert 
the ingredients for one portion size of the meal or alterna-
tively its recipe. The “Digital Dietary Recording System” 
algorithm then uses the structured light system and the 
recorded video to calculate the volume of the food. 3D 
mapping is achieved by attaching a laser module that proj-
ects a matrix onto the surface of the food item and, once the 
volume has been calculated, the nutritional content of the 
meal is produced using the Nutritional Data Systems for 
Research. In a pilot study, ten participants were recruited to 
use a prototype of the device to record their food intake for 
three days. The results showed improved volume estima-
tion by almost 40% when compared with manual 
calculations.

Another system estimates the weight, energy, and macro-
nutrient content in a plated meal on the basis of an RGB-
depth image.25 The user captures a single photo with a 
smartphone with a built-in depth sensor. The system first 
segments the image into the different food items and esti-
mates their volumes, utilizing the depth map. Finally, the 
volume of each food item is converted to its weight and, thus, 
to its energy and macronutrient content, using a food data-
base. A study was conducted to evaluate the system’s perfor-
mance on 48 test meals. The accuracy was generally lower 
for the cooked meals because food items that appear in them 
are not well separated. One limitation of this approach is that 
the smartphone needs to be equipped with a depth sensor to 
perform volume estimation, a feature provided by few smart-
phones, and which, if at all, is mainly used for facial recogni-
tion (front camera).

CALO mama is a smartphone health app that provides 
automatic food recognition, while nutrient and food estima-
tion are based on meal images, as well as manual correction 
of the output by the user. A validation study has been con-
ducted to evaluate its performance in a controlled environ-
ment.24 The study involved 120 sample meals from 15 food 
groups, with known weight, energy, and 30 nutrients. The 
results showed that manual adjustments by the user to the 

automatic output of the app can significantly improve the 
performance of the app.

In another study, the authors created a system that auto-
matically estimates the weight and CHO content of a meal 
using a color image and a depth map, acquired from an 
iPhone’s camera.26 As in Herzig et al’s study,25 the user needs 
to capture the meal photo with the smartphone’s front camera 
to utilize its depth sensor. The system first divides the image 
into food and nonfood segments using a deep neural net-
work, and then, the food segments are further partitioned into 
the different food items. The depth map and the camera cali-
bration information are used to estimate the volume of each 
food item, while a commercially available app module is 
used to recognize each segmented food item and calculate its 
CHO content. The authors created their own density library 
to convert food volume to weight.

Studies Conducted in a Laboratory 
Setting

Twelve systems have been described in only a laboratory set-
ting. Three of the apps offer a complete system from image 
capture to its conversion into nutrients,27,36,38 five systems 
are restricted to food image recognition,28,30,31,34,35 and four 
systems only focus on estimating food volume.29,33,37,39

Complete Systems

An Android app uses image processing techniques and incor-
porates image classification of food photos, and estimation 
of volume and CHO content.27 A small set of fruit images 
taken under real-life conditions was used to test the classifi-
cation performance and compared with ground truth. A stan-
dard credit card was placed next to the fruits as reference. 
The significance of this study is unclear, as the used food-
image database was limited, and its poor variety does not 
reflect real-life conditions. No information was provided on 
the nutrient database which was used to convert fruits’ vol-
ume into CHO value.

An additional app was intended to provide a recommen-
dation for real-time energy balance with semiautomatic 
image recognition.36 The user takes four pictures of meals 
and is asked to use his/her fingerprint as a reference object. 
The system selects the top-ranked food predictions, and the 
user verifies these. The user is then asked to place each food 
item inside a partitioned plate with three fixed areas, to 
improve localization and segmentation. The system contains 
a calculation of food database (correlated volume/weight), 
based on the USDA database, as this can be used to calculate 
nutrient content (macronutrients and energy).

The snap-n-eat is an Android and web food recognition 
system that automatically estimates energy and nutrient con-
tent of foods.38 The user takes a photo of a food plate that can 
contain different food items, and once most of the food is 
inside a circle it clicks on the screen. Cropped images are 
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sent to the server and automatically recognized by the sys-
tem, which hierarchically segments the image and removes 
the background correspondingly. The system then estimates 
the size of the food portion by counting the pixels in each 
corresponding food segment, which can then be used tο esti-
mate the caloric and nutrient content of the food on the plate. 
However, no information is provided on the food databases 
used.

Image Recognition

One publication focuses on the image recognition function 
of a baseline prototype of an automated food record.35 This 
uses image processing and pattern recognition algorithms. 
The prototype supports automatic recording and recognition 
and facilitates (future) determination of portion sizes. After 
matching with food composition databases, this gives the 
food content. The advantages of the system are that there is 
no need for a fiducial marker or manual user input of text or 
voice. The system also aims to recognize multiple foods 
from a single image, as this is more realistic in practice.

The aim of this study was to develop a model for image 
detection and recognition of Korean foods, to be used in 
mobile devices for the accurate estimation of dietary intake.34 
The researchers collected 4000 food images by taking pic-
tures and searching the web to build a training data set for 
recognition of Korean foods. The food images were catego-
rized into 23 food groups, based on dishes commonly con-
sumed in Korea. After using augmentation techniques, a data 
set of 92 000 images has been created. The study results 
showed that K-foodNet achieved higher recognition accu-
racy in Korean foods than other models.

Kawano and Yanai proposed a semiautomatic Android 
app which would be able to automatically recognize food 
type and identify food calories and nutrition ingredients.30 
The user points the smartphone camera at the food and draws 
a bounding box around the food item. The app performs food 
item recognition within the indicated bounding box, while 
the user receives a list of top five candidate food items and 
selects the appropriate one. Subsequent classification is per-
formed by a linear SVM which assigns the food image fea-
tures to 100 food categories. The users liked the app’s 
usability but disliked the quality of the direction from the app 
during the recognition process. The authors also claim that 
the system could output calorie and protein estimation, 
though they did not present any information on the food 
database used or results on kcal/g of protein estimations.

In another study, the system evaluation included about 
2000 images of 15 predefined food classes, containing 100 to 
400 sample images of each food in the training set.28 The 
authors emphasize the importance of personalization of such 
systems and mention that information on the user’s location 
can improve the accuracy of the classification. The authors 
present a study of food image processing from the computer 
vision perspective and propose the UNICT-FD1200 data set, 

which consists of 4754 food images of 1200 different plates 
obtained in real meals which are categorized into eight 
groups.

The NutriNet detection and recognition system has been 
proposed for both food and beverage images that contain a 
single item and aims at high classification accuracy.31 The 
authors created a 520-class data set containing images from 
Google search. NutriNet is part of an app designed for the 
dietary assessment of people living with Parkinson’s disease 
and incorporates training material which can automatically 
update the model with new images, as well as new categories 
of food and drinks. More recently, the authors also proposed 
two segmentation networks that are able not only to classify 
the food and beverage items that appear in an image, but also 
to identify their location in a meal image.32 Therefore, the 
segmentation networks can also recognize multiple foods/
beverages in the image.

Food Volume Estimation

This study aims to investigate the ability to estimate food 
volume from a mobile’s single photo.29 It uses two distinc-
tive approaches, both of which are based on an elliptical ref-
erence pattern. The proposed automated method works by 
sending all the images of the user’s food to the dietitian 
before and after consumption. Then there are three steps: 
first, the dietitian identifies the food and ingredients; second, 
the app recognizes the consumed volume; and third, the app 
evaluates nutrients and calories by using the USDA database. 
The study evaluates only the volume recognition algorithms. 
The location and orientation of food objects and their vol-
umes are subsequently calculated using this reference pattern 
and image processing techniques. An important problem is 
that many foods are not regularly shaped and this ambiguity 
may bias the methods.

A novel smartphone-based imaging approach for estimat-
ing the food volume overcomes a major current limitation, 
the need for a fiducial marker.37 This model shows that the 
smartphone-based imaging system can be adequately cali-
brated with a special recording strategy if the smartphone 
length and the motion sensor output in the device are known. 
However, in the current system, the volume estimation is 
established manually. In their pilot study, 69 participants 
with no prior experience in visual estimation manually esti-
mated the portion size of 15 food models. Some of the par-
ticipants (n = 29) followed a training process to improve 
their visual estimations. The results showed that average 
absolute error was smaller for large-volume items and that 
volume estimation was improved by training.

A deep learning-based approach was proposed to synthe-
size views, and, thus, to reconstruct 3D point clouds of food 
and estimate the volume from a single depth image.33 In a typi-
cal scenario, a mobile phone with depth sensors or a depth 
camera is used, and RGB-depth images are captured from any 
convenient angle. The images are segmented and 
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the corresponding regions in the depth image are labeled 
accordingly. Then 3D reconstruction is implemented, and food 
volume is estimated. Finally, the information is linked with the 
USDA nutrient database to output the nutrient content.

The final study of this category focused on the segmenta-
tion of the food items as well as their volume estimation, 
using an RGB-depth camera and utilizing the known diame-
ter of the plate.39 The testing data set consisted of 689 images 
and 36 unique foods, and it was divided into two subsets: the 
“regular texture” data set and the “modified texture” data set. 
They are experimented with two approaches, with and with-
out utilizing the depth maps created by the depth sensor of 
the camera.

The basic characteristics of the aforementioned studies 
are summarized in Table 1.

Discussion

Calculating energy intake and specific nutrients is a demand-
ing task that requires specific education and training. 
Although several apps have already been developed for this 
purpose, this technology has not yet been widely adopted. In 
an international survey, health care professionals (n = 1001) 
stated that they would recommend a nutrition app to their 
clients/patients, if it was validated, easy to use, free of charge, 
and if it supported automatic food recording and automatic 
nutrient and energy estimation.44 In another survey, potential 
nutrition app users (n = 2382) mentioned that they would 
not select a nutrition app if it produced incorrect calorie and 
nutrient results, if local foods were not supported, and if it 
produced unconvincing estimations of portion size.45

There are still some challenges related to image-based 
systems, as foods are highly variable and have different 
shapes, and mixed foods may be highly complex.15 Some 
nutrients, such as types of fat, cannot be detected via images 
without user input and the plate’s shape or color may affect 
the system’s performance. Apps are less accurate with more 
complex foods, such as an entire meal with multiple ingredi-
ents on a plate.33 In the ideal case, large numbers of well-
annotated pictures are needed that contain information on the 
ground truth to train the system and enhance its accuracy.36

Apart from the challenges related to the apps’ nature, 
ways to improve users’ motivation should be investigated. In 
a study in which users captured photos of their meals using a 
free self-reporting app, it was mentioned that only 2.6% 
(4895/189 770) of them could be identified as active users.46 
In a randomized controlled trial where a weight loss app was 
compared with Web site use or paper diary, it was found that 
using the app increases user’s recording/input rate.47 
However, it was not determined for how long the app has to 
be used to achieve changes in eating habits, body weight, or 
nutritional knowledge.48

More studies are required to address long-term effects of 
those apps, since the existing interventions had a duration of 
three to six months.49 This systematic review and meta-analysis 

of commercially available dietary self-monitoring apps showed 
encouraging results of those apps with regard to weight loss 
when compared with other self-monitoring tools (eg, paper-
based diaries), other technologies (eg, bite counter), or no self-
monitoring approach. The authors indicated that although the 
findings were positive, the quality and effectiveness of com-
mercially available apps were questionable; therefore, they 
should be interpreted with caution.49

If this technology is to be widely adopted, the AI systems 
should be trustworthy and accompanied by clinical trials and 
studies performed in a realistic clinical environment. 
Localization in terms of nutrient databases and local food incor-
porated to them is of high importance45 to support the eating 
patterns of a specific population. Last, there is a need for open 
access, clean, and labeled databases that will boost the research 
and development not only in the field of health, but also in nutri-
tion and food industry, toward the provision of tailored advice 
on dietary scheme personalized to the eating culture, habits, 
preferences, health status, and needs of people with diabetes.

Conclusion

Smartphone apps that provide nutritional information based 
on food pictures and videos are a promising field of research. 
However, most of the presented systems have been designed 
and used for research purposes. Apps that can be tested under 
real-life conditions are required and can then be integrated in 
the toolbox of patients living with nutrition-related chronic 
diseases or who just wish to change their lifestyle.
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