
Diffeomorphic registration for retinotopic maps of multiple 
visual regions

Yanshuai Tu1, Xin Li1, Zhong-Lin Lu2,3,4, Yalin Wang1

1School of Computing, Informatics, and Decision Systems Engineering, Arizona State University, 
Tempe, AZ, USA

2Division of Arts and Sciences, NYU Shanghai, Shanghai, China

3Center for Neural Science and Department of Psychology, New York University, New York, USA

4NYU-ECNU Institute of Brain and Cognitive Science, NYU Shanghai, Shanghai, China

Abstract

Retinotopic map, the mapping between visual inputs on the retina and neuronal responses on 

the cortical surface, is one of the central topics in vision science. Typically, human retinotopic 

maps are constructed by analyzing functional magnetic resonance responses to designed visual 

stimuli on the cortical surface. Although it is widely used in visual neuroscience, retinotopic maps 

are limited by the signal-to-noise ratio and spatial resolution of fMRI. One promising approach 

to improve the quality of retinotopic maps is to register individual subject’s retinotopic maps 

to a retinotopic template. However, none of the existing retinotopic registration methods has 

explicitly quantified the diffeomorphic condition, that is, retinotopic maps shall be aligned by 

stretching/compressing without tearing up the cortical surface. Here, we developed Diffeomorphic 

Registration for Retinotopic Maps (DRRM) to simultaneously align retinotopic maps in multiple 

visual regions under the diffeomorphic condition. Specifically, we used the Beltrami coefficient 

to model the diffeomorphic condition and performed surface registration based on retinotopic 

coordinates. The overall framework preserves the topological condition defined in the template. 

We further developed a unique evaluation protocol and compared the performance of the new 

method with several existing registration methods on both synthetic and real datasets. The results 

showed that DRRM is superior to the existing methods in achieving diffeomorphic registration in 

✉Yalin Wang, ylwang@asu.edu.
Author contributions YT: Methodology, Conceptualization, Software, Original Draft Preparation. XL: Software. Z-LL: 
Methodology, Supervision, Review and Editing. YW: Methodology, Supervision, Review and Editing, Project Administration, 
Funding.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/
s00429-022-02480-3.

Code transparency We developed custom code for the analysis. The code is available on https://github.com/Retinotopy-mapping-
Research/DRRM; intermediate results, figures, and screenshots are available on the OSF website https://osf.io/s25pe/.

Conflict of interest YT, ZL, and YW have a joint patent application, “Tu, Y., Y. Wang, and Z.-L. Lu, Methods and Systems for 
Precise Quantification of Human Sensory Cortical Areas,” US Patent Application No. 63/004. 2020.

Ethics approval (include appropriate approvals or waivers) All the data we used are from the Human Connectome Project (HCP) 
and Study-Forrest data set. We strictly followed their policy and rules in our analyses and presentation. There is no human subject 
experiment in the study.

Consent to participate and consent for publication All the authors listed above participated in the work either in the study stage or 
manuscript preparation, and are consent for publication.

HHS Public Access
Author manuscript
Brain Struct Funct. Author manuscript; available in PMC 2023 July 15.

Published in final edited form as:
Brain Struct Funct. 2022 May ; 227(4): 1507–1522. doi:10.1007/s00429-022-02480-3.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://doi.org/10.1007/s00429-022-02480-3
https://doi.org/10.1007/s00429-022-02480-3
https://github.com/Retinotopy-mapping-Research/DRRM
https://github.com/Retinotopy-mapping-Research/DRRM
https://osf.io/s25pe/


synthetic and empirical data from 3T and 7T MRI systems. DRRM may improve the interpretation 

of low-quality retinotopic maps and facilitate applications of retinotopic maps in clinical settings.
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Introduction

The human visual cortex is divided into multiple functional areas (Zeki and Shipp 1988), 

with most of them organized as retinotopic maps, that is, nearby neurons have receptive 

fields at nearby locations on the retina (Hubel and Wiesel 1962). Functional magnetic 

resonance imaging (fMRI) has provided a non-invasive way to measure cortical activations 

to carefully designed visual stimuli and enabled construction of retinotopic maps based 

on the populational receptive field (pRF) model (Warnking et al. 2002; Dumoulin and 

Wandell 2008). Features from the retinotopic maps have been used to study cortical 

plasticity (Wandell and Smirnakis 2009), cortical development (Conner et al. 2004), and 

brain simulations (Swindale 2000), among many other applications.

Unfortunately, the low signal–noise ratio (SNR) and relatively low spatial resolution of 

fMRI (Vasseur et al. 2010) have limited the quality of the decoded retinotopic maps 

(Warnking et al. 2002; Li et al. 2007), especially in regions where multiple visual areas 

converge (e.g., the fovea) (Wandell and Winawer 2011). The limitations make post-analysis 

difficult (e.g., achieving diffeomorphic registration, estimating angle distortion within one 

subject). Although smoothing (e.g., Qiu et al. 2006; Schira et al. 2010) is applicable, it is 

challenging to achieve significant improvements in higher visual areas.

At the same time, although we have learned a lot from analysis of retinotopic maps of 

individual subjects, grouplevel analysis is necessary to test population level hypotheses on 

retinotopic maps. A number of sophisticated cortical surface registration packages, such 

as FreeSurfer (Fischl et al. 1999) and Brainsuit (Shattuck and Leahy 2002; Joshi et al. 

2007) have been developed for diffeomorphic (i.e., invertible, differentiable) cortical surface 

alignment based on anatomical features (e.g., curvature, thickness).

However, using structurally aligned cortical surfaces to align the corresponding retinotopic 

maps is not a viable option for retinotopic map registration, because retinotopic maps may 

misalign with the anatomical surfaces. Recently, multimodal registration [e.g., Multimodal 

Surface Matching; (Robinson et al. 2014)], based on fMRI time series, cortical surface and 

other features, has been developed to improve surface registration. It has, however, only 

incorporated fMRI time series but not the retinotopic coordinates associated with them and 

cannot be used for co-registration of retinotopic maps. Benson and colleagues (Benson et al. 

2014; Benson and Winawer 2018) used retinotopic coordinates to register retinotopic maps 

by adopting an energy-based philosophy to help the alignment between subjects and the 

template and avoid over-stretching or over-compression. Although very intuitive and useful, 

the formulation did not explicitly consider the diffeomorphic condition.
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The diffeomorphic condition is a natural requirement for retinotopic map registration, 

because two retinotopic maps shall be aligned by stretching/compressing but without tearing 

up, a property assumed in structural brain surface registrations (Fischl et al. 1999; Shattuck 

and Leahy 2002; Yeo et al. 2010). Roughly speaking, diffeomorphic registration means the 

registration map is smooth and invertible.

There are at least two benefits from diffeomorphic registration. First, with a high-

performance diffeomorphic registration method, one can ensure the retinotopic maps are 

topological [nearby neurons have receptive fields in nearby locations on the retina; (Wandell 

et al. 2007)] by aligning individual subjects’ retinotopic maps to a predefined template. 

The topological condition is often violated in retinotopic maps obtained from high quality 

fMRI experiments (Fig. 1j). Because the template is topological (the mapping between the 

cortical surface and visual field), if we have a diffeomorphic warping map between the 

retinotopic map of a subject and the template, then the warped map is also topological. 

Second, diffeomorphic registration can be used to automatically infer boundaries of the 

visual areas, avoiding tedious manual labeling (Glasser et al. 2016).

We developed Diffeomorphic Registration for Retinotopic Map (DRRM) to align 

retinotopic maps of individual subjects and the template under the diffeomorphic 

condition. Here, we used the Beltrami coefficient (Gardiner and Lakic 2000) to model 

the diffeomorphic condition and performed retinotopic registration based on retinotopic 

coordinates (eccentricity and polar angle). To quantify the diffeomorphic condition, we 

regard the registration warp of the disks as a quasiconformal map on the complex plane and 

compute the Beltrami coefficient (Ahlfors and Earle 1966). If the maximal magnitude of 

the Beltrami coefficients is less than 1, the registration is diffeomorphic. The diffeomorphic 

condition can be extended to the discrete triangular mesh. Since we approximate the map 

within each triangle with linear interpretation, the diffeomorphic condition requires that 

the Beltrami coefficients of all the triangular faces are less than 1. If a triangle’s Beltrami 

coefficient is greater than 1, its orientation is different from its source. We call such a 

triangle a flipped triangle. Diffeomorphic registration does not generate flipped triangles.

We emphasize the differences of the two concepts involved in this work. The topological 

condition applies to the retinotopic map between the visual field and cortical surface. If it is 

topological, the retinotopic map preserves neighborhood relationships, and the triangular 

face orientations (i.e., the Visual Field Signs) are consistent in each visual area. The 

diffeomorphic condition applies to the registration map between the parametric disks of 

two subjects or one subject and the template. A diffeomorphic registration map is both 

smooth and invertible, and the triangular face orientations of the to-be-registered parametric 

disk are consistent before and after the registration. To fix non-topological retinotopic maps, 

we register the raw retinotopic maps of individual subjects to the topological template under 

the diffeomorphic condition. After the registration, we fix the non-topological retinotopic 

maps by updating the visual coordinates of the subjects’ retinotopic maps with the help of 

template.

With such intuition, we modeled the registration problem as alignment optimization with 

diffeomorphic constraint. Then we proposed an iterative scheme to solve the registration 
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model efficiently. Each iteration used simple demons (Thirion 1998) to improve registration 

accuracy, and processed the Beltrami coefficients of the registration function to ensure the 

diffeomorphic condition.

The proposed method is significantly different from previous works. Compared with Benson 

and Winawer (2018), we reduced the number of constraints and ensured the diffeomorphic 

condition during registration. As a significant extension of our previous conference paper 

(Tu et al. 2020a), the current work successfully applied the method to multiple datasets, 

including a low-quality retinotopy dataset, evaluated its performance with goodness of 

fit to fMRI time series instead of feature differences, adopted a state-of-the-art template 

(Benson and Winawer 2018) instead of the average retinotopic map, and ensured that the 

post-registration retinotopic maps satisfied the topological condition (Tu et al. 2021).

We tested our method on synthetic data, and real datasets from 7T (Benson et al. 2018) 

and 3T MRI systems (Sengupta et al. 2016a). The results showed that the proposed method 

can fully preserve the diffeomorphic condition for retinotopic data. Moreover, the overall 

performance is better than some popular methods for retinotopic registration.

Method

We first briefly introduce the raw retinotopic map decoding procedure in “Retinotopic map 

and decoding”. Then, based on the results of raw retinotopic maps, the proposed multiple 

visual region registration is introduced in “Registration”. In the following subsection, 

we briefly describe our experimental data and the template used in the experiments in 

“Data and template”. Finally, we present registration performance metrics in “Performance 

evaluations”.

Retinotopic map and decoding

We briefly introduce the state-of-the-art data collection and retinotopic map decoding 

process (Fig. 1). The retinotopic experiment collects structural MRI images (Fig. 1c) and 

multiple fMRI volumes at many time points (Fig. 1d) during visual stimulation (Fig. 1ab) for 

each subject. After pre-processing of the raw fMRI, the processed fMRI data (Fig. 1e) are 

projected back to the cortical surface (Fig. 1f). The population receptive field analysis (pRF) 

(Dumoulin and Wandell 2008; Kay et al. 2013) is used to generate the retinotopic maps for 

a single subject (Fig. 1 g). The proposed diffeomorphic registration method registers the raw 

retinotopic maps to the template (Fig. 1h) and obtains registered retinotopic maps (Fig. 1i), 

which are ready for further analyses.

Surface extraction—The structural MRI is used to construct the cortical surface using 

FreeSurfer (Fischl et al. 1999). We denote the discrete cortical surface by Ss, consisting of 

vertices V s = V i ∣ i = 1, 2, …, n = V 1, V 2, …, V n  and triangular faces Fs, i.e., Ss = Fs, V s .

fMRI preprocessing—The goal of fMRI preprocessing is to detect the time series of brain 

activations of the vertices on the visual cortical surface that are associated with the visual 

stimuli. Typically, all the acquired raw fMRI images are co-registered to reduce motion 

artifacts (Fig. 1e). Then the co-registered fMRI data are projected onto the cortical surface 
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(Fig. 1f). During the projection, spatial smoothing may be applied along the cortical surface 

to improve the quality of the fMRI signals (Glasser et al. 2013). Finally, depending on the 

required resolution, resampling might be applied. After preprocessing, each vertex V i ∈ V s

on the surface Ss = Fs, V s  is associated with a fMRI time series yi t .

Signal decoding—The signal decoding process finds the suitable parameters of 

retinotopic model/models to explain the fMRI signal. More specifically, for each vertex 

V i ∈ V s on the cortical surface, the population receptive field analysis (pRF) (Dumoulin and 

Wandell 2008; Kay et al. 2013) is a widely used model to determine its receptive field, 

including its center location v and size σ in the visual field in degree unit.

Assuming that the population response model is r v′; v, σ  and the hemodynamic function 

is ℎ t , the predicted blood–oxygen-level-dependent (BOLD) signal of the vertex can be 

written as

y(v, σ) = β ∫ r v′; v, σ s t, v′ dv′
n

× ℎ(t), (1)

where β is the activation level, which is invariant over time, n is the power 

of the exponent. We used the standard population receptive field model, i.e., 

r v′; v, σ = exp − vx
′ − vx

2 + vy
′ − vy

2

2σ2 , where vx = v 1 cosv 2 , vy = v 1 sinv 2  (similarly for 

vx
′ , vy

′ . The center v and size σ of the population receptive field can be estimated by 

minimizing the squared difference between the measured and predicted BOLD signals. 

Namely

(v, σ, n) = argmin
(v, σ)

|y(v, σ) − y(P ) |2 , (2)

where y P  is the BOLD signal at voxel P. The goodness of fit is evaluated by metrics, such 

as

pc = ∑i = 1
n zi − z zi

′ − z′
∑i = 1

n zi − z 2 ∑i = 1
n zi

′ − z′ 2 , (3)

where z is the measured signal and z′ is the predicted signal.

Iterations of this procedure across all the vertices on the visual cortical surface generate a 

collection of the pairing of V and v, σ, R2 , and therefore, the raw retinotopic map. We call it 

the raw retinotopic map to distinguish it from post-registration results.
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Registration

Now we introduce Diffeomorphic Registration for Retinotopic Maps (DRRM). We first 

introduce the diffeomorphic condition along with the Beltrami coefficient. We then model 

the registration with the diffeomorphic condition and propose a numerical method to solve 

the model. Finally, we summarize the DRRM algorithm.

Mathematical model—We simplify the registration process by projecting the 3D 

retinotopic map conformally to a 2D parametric domain (Ta et al. 2014, 2021) and 

considering diffeomorphic registration in the 2D domain. As shown in Fig. 2, we first define 

a point on the cortical surface, roughly corresponding to the fovea, as the center. Second, 

we compute the geodesic distance (Martínez et al. 2005) from the center to all the points on 

the surface. We then keep the portion of the surface within which the distance of each point 

to the center is within a specific value. Then we map the kept portion to the 2D parametric 

domain by a discrete conformal mapping c:P u, where u = u 1 , u 2 ∈ ℝ2 and P ∈ Vs. 

The same operation is performed on the template retinotopic map (the gray color region 

in Fig. 2c) to project it to the parametric space c′:P ′ u′, u = u 1 , u 2 ∈ ℝ2 and P ′ ∈ VT. 

After the projection, we use S = Fs, V s, us, vs, σs, Rs
2  to denote the collection of cortical surface 

descriptors as well as the raw retinotopic map for subject s, where Fs is the triangular mesh 

face list, V s is the triangular mesh vertex list in 3D, us is the parametric coordinate list in 2D, 

vs is the retinotopic visual coordinates list, σs is the receptive field size list, Rs
2 is the variance 

explained list, and the inputs and outputs are both triangular meshes with the same triangular 

faces. The retinotopic data is transferred to all spaces, including the parametric disk, inflated 

cortical surface, and sphere.

Similarly, the planar template is a triangular mesh FT, uT  with pRF parameters defined on 

each vertex, including visual coordinates vT, receptive field size σT, and variance explained 

RT
2. We denote the template by T = FT, uT, vT, σT, RT

2 . We will explain how to generate T in 

section “Retinotopic template”.

Now we formulate the registration energy as

f = arg min
f

ER(f ∣ S, T ), (4)

where f :ℝ2 ℝ2 is the registration function, and ER is registration energy. Once we can find 

the registration function f between the subject’s and template’s retinotopic maps in the 2D 

parametric space, we can write the registration function as f′ = c′ − 1 ◦ f ◦ c. Because both c 
and c′ are given, the remaining problem is to find the 2D registration f.

We now define the energy function ER as the retinotopic visual coordinate difference, 

∑i vs fi − vT i 2 together with the smoothness of the registration function ∑i ∇fi
2, where 

vs fi  is the visual coordinate of the subject’s registered retinotopic map on vertex i, and vT i
is the template’s visual coordinate interpretated at position fi. In addition, we require that the 

registration between the retinotopic maps must be diffeomorphic.
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To quantify the diffeomorphic condition, we treat f as a quasiconformal map by considering 

the points in the 2D domain as complex numbers. Namely, the 2D-to-2D map f :ℝ2 ℝ2

is retreated as a complex-plane-to-complex-plane map, f :ℂ ℂ. The diffeomorphic 

condition for f can be quantified with quasiconformal theory. More specifically, we first 

compute the Beltrami coefficient (Ahlfors and Earle 1966) for f = f 1 + if 2  by,

μf = ∂f
∂u(1) + i ∂f

∂u(2) / ∂f
∂u(1) − i ∂f

∂u(2) , i = −1 . (5)

According to the Quasiconformal Theorem (Ahlfors and Earle 1966), if ∥ μf ∥∞ < 1, then f is 

diffeomorphic.

With the diffeomorphic condition, we formulate the retinotopic registration problem as

f = argmin
f ∫ w vs(f) − vT

2 + λs | ∇f |2du, s . t . , ∥ μf ∥∞ < 1, (6)

where w is a pointwise weight function and λs is a positive constant.

Intuitively, Eq. (6) is used to find the registration f that (1) minimizes weighted visual 

coordinate differences (in terms of w vs f − vT
2) between the retinotopic map of a subject 

and the template; (2) is smooth (in terms of λf ∇f 2), and (3) diffeomorphic (constrained 

by ∥ μf ∥∞ < 1). Solving Eq. (6) generates a diffeomorphic registration, which enables 

preservation of the topological condition of the retinotopic maps (Tu et al. 2020b). It is 

worth noting that, for each visual area, the topological condition can also be quantified by 

the Beltrami coefficient associated with the mapping from the cortical surface to the visual 

space.

Moreover, the Beltrami coefficient uniquely encodes the quasiconformal mapping up to 

normalization (Ahlfors and Earle 1966), which provides a strategy to manipulate all 

diffeomorphic maps via a set of complex numbers. We now introduce the numerical solution 

to Eq. (6).

Numerical methods—Although we have defined registration energy explicitly, it is still 

computationally heavy to solve f directly. To have an efficient solution, we iteratively refine 

the alignment, ensure the diffeomorphic condition, and smooth the registration.

Improving alignment by the simple demon algorithm: We update the visual coordinate 

alignment by the simple demon algorithm (Thirion 1998), which moves each vertex 

in the source domain to match the target (template) visual coordinates. In the original 

algorithm, one choice is to move the subject’s vertex location in the parametric domain by a 

displacement:
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d = Is − Im ∇Im

∇Im + Is − Im
2 , (7)

where Is and Im are the visual coordinates of the target (not moving) and source (moving). 

In our setting, we consider each component of the visual coordinate as intensity and migrate 

them by the sum of the displacement. We denote f‾ = us + β d as the result of simple demon 

registration, where β is the step size of the move. us is the parametric coordinate of the last 

iteration.

Diffeomorphic projection: The simple demon method reduces visual coordinate differences 

between the data and the template but cannot ensure the diffeomorphic condition. We 

now introduce the process to make simple demon diffeomorphic. We call such process 

diffeomorphic projection. It consists of the following steps: (1) compute the map’s Beltrami 

coefficient μ, 2  adjust the Beltrami coefficient, such that that the new Beltrami coefficient 

μ′ satisfies ∥ μ′ ∥∞ < 1, and (3) generate a new map from the new Beltrami coefficient. We 

introduce the procedure in the discrete setting.

(1) Computing Beltrami coefficient: We first compute the Beltrami coefficient on a given 

registration, which can be non-diffeomorphic. Suppose we are given an analytical function 

f, we can compute the Beltrami coefficient μf according to Eq. (5). However, in the discrete 

case, usually the function value is only given on each vertex, i.e., we only know the 

mapping between the source and target vertices (Fig. 3a): vi = f ui , vj = f uj , and vk = f uk . 

To approximate the derivatives, f is linearly interpreted on each triangle, i.e., for u within 

a triangle Δuiujuk, f u = Bivi + Bjvj + Bkvk. The coefficients Bi, Bj, Bk are called the barycentric 

coefficients. Intuitively, Bi (likewise for Bj and Bk) is the ratio of the areas of triangles Δuujuk

and Δuiujuk, i.e., Bi = Area Δuujuk /Area Δuiujuk . Now we can compute the Beltrami coefficient 

μf for each triangle according to Eq. (5). It is clear μf is a face-wise complex-valued 

constant, since f is linearly related to u and μf is the first order partial derivative.

(2) Beltrami projection: Once we compute the Beltrami coefficient μ, we apply the 

following manipulation on it:

μ′ = μ/( μ + ϵ), ϵ > 0, if μ > 1
μ, otherwise. (8)

Since ϵ > 0, μ′  will be less than 1. Namely, we slightly adjust the Beltrami coefficient so that 

it corresponds to a diffeomorphic map.

(3) Recovering from the new Beltrami coefficients: The projected Beltrami coefficient’s 

norm will be less than 1. We now introduce a numerical method to recover function 

f̂ = f 1 + if 2  from the projected Beltrami coefficient μ′ = ρ + iτ. It was first introduced 

in (Lui et al. 2013) and called Linear Beltrami Solver (LBS). According to the definition, 

i.e., Eq. (5), we have,
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∂f
∂u(1) + i ∂f

∂u(2) / ∂f
∂u(1) − i ∂f

∂u(2) = ρ + iτ . (9)

After re-organizing Eq. (9), it is equivalent to

− ∂f (1)

∂u(2) = α1
∂f (2)

∂u(1) + α2
∂f (2)

∂u(2) (10a)

∂f1(1)

∂u(1) = α1
∂f(2)

∂u(1) + α2
∂f(2)

∂u(2) (10b)
(10)

where α1 = k τ2 + ρ − 1 2 , α2 = − 2kτ and α3 = k 1 + 2 ρ + ρ2 + τ2 , k = 1/ 1 − ρ2 − τ2 . 

Now, apply ∂ / ∂u 1  on Eq. (10a), apply ∂ / ∂u 2  on Eq. (10b) and sum them up, one can 

write

∇ ⋅ A∇f (1) = 0, (11)

where A = α1 α2

α2 α3
, ∇f 1 = ∂f 1 / ∂u 1 + ∂f 1 / ∂u 2 , and ∇ ⋅ G G = A∇f̂ 1

 is called the 

skewed gradient) is defined as ∇ ⋅ G = ∂G 1 / ∂u 1 + ∂G 2 / ∂u 2 . By solving the partial 

differential equation Eq. (11) with Dirichlet boundary condition, we can solve f̂ 1
. 

Similarly, if we eliminate f 1 , we can write ∇ ⋅ A∇f̂ 2 = 0. After converting to the 

complex form f = f 1 + if̂ 2
, these two partial differential equations can be summarized 

by ∇ ⋅ A∇f̂ = 0.

In the discrete case, since the function is interpreted on each triangle, the gradient ∇f 1

can be written out on each triangle. Numerically, it is not precise to directly compute the 

divergence ∇ ⋅ G on a discrete gradient. Instead, we use Stock’s theorem (Gauss and Gauss 

1877) to approximate the divergence of a triangle mesh vertex. As shown in Fig. 3b, the 

divergence is the average out-flux of skewed gradient G on its dual polygon D. Let N ui

be the triangle set that each triangle ui in N ui  attaches to. The vertex-dual, D, is a polygon 

constructed from the circumcenters of the attached triangles N ui . Since the skewed gradient 

G is constant on each triangle, the divergence can be written as

∇ ⋅ G ui = 1
D ∫

∂D
G ⋅ il = 1

D ∫
∂D

G ⋅ dl

= 1
D ∑Tj ∈ N ui GTj ⋅ uk − uj ,

(12)

where T j is the jth triangle in N ui . According to Eq. (12), we have a linear equation with 

respect to fi and its neighbors.
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Eventually, we can write ∇ ⋅ A∇f = 0 in a matrix form: Lf = 0, where f = f1, f2, …, f V  and 

matrix L is defined as

Li, j =
∑ ui, uj, uk ∈ N(i)

Asj ⋅ si

ui, uj, uk
, if i ≠ j

−∑k ≠ i
Li, k, if i = j

0, otherwise.

(13)

where si = n × uj − uk , sj = n × uk − ui  and n is the face normal vector. The matrix form 

Lf = 0 contains V  number of complex-valued equations. For the i th equation, Li, j is 

the coefficient of variables fj, namely, Li, 1f1 + Li, 2f2 + ⋯ + Li, V f V = 0. Let I and B be the 

interior and boundary/landmark vertex indices, respectively. The discrete map f̂ can be 

obtained by solving the linear equations LI, I, fI = − LI, BfB, where fB is a sub-vector of f
composed of f j for j ∈ B. The matrix LI, B is a sub-matrix of L composed of Li, j, for i ∈ I and 

j ∈ B. The matrix fI and LI, I are similarly defined.

Smoothing: To make the registration smooth, we use Laplacian smoothing to find smoothed 

f after diffeomorphic projection, such that

f = argmin
f

∫ | ∇f |2 + λs |f − f |2du, (14)

where λs is defined in Eq. (6). By letting partial derivatives of Eq. (14) to be zero, it induces 

the Euler–Lagrange equation: − ∇ ⋅ ∇ + 2λs f = 2λsf, which can be written in a matrix form, 

L′ + 2λsI f = 2σf. Notice that I is the identity matrix, and L′ = ∇ ⋅ ∇ is the special case 

when A is an identical matrix in Eq. (13). Therefore, we can also write L′ in a matrix form 

and solve f efficiently.

The registration results are influenced by the smooth parameter λs. We use a generalized 

cross-validation (GCV) procedure to estimate the proper parameter to avoid both over-

smoothing and under-smoothing. The GCV procedure was initially introduced by Craven 

and Wahba (1978) in smoothing splines. Assuming that for each subject, there are n = V
raw visual coordinate measurements, denoted by f1, f2, …, fn. We uniformly split the data 

into 5 distinct folds, F1 = fi ∣ i ∈ K1 , F2 = fi ∣ i ∈ K2 , …, F5 = fi ∣ i ∈ K5 , where Kj is the 

index set of the jth fold. Leaving out the kth fold, Fk, we can use the rest four folds to 

compute the smoothed results on a specific λs, denoted by fλs
k
. Then, we can estimate the 

error between the smoothed and raw visual coordinates within fold k. Eventually, we can 

find the optimal parameter λs that minimizes the overall difference (sum over k = 1, 2, …, 5). 

Mathematically

λs = argmin
λs

∑k = 1, …, 5 ∑i ∈ Fk
Di fi − fλs, i

k 2, (15)
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where Di is the area-weight for vertex i (Fig. 3b). In practice, we used the grid resampling 

(Garcia 2010) data on the disk (resample with 200 × 200 grid for the parametric unit disk) to 

approximate the estimation of λs.

Algorithm—We summarize the Diffeomorphic Registration for Retinotopic Maps (DRRM) 
algorithm in Alg. 1.

Algorithm 1.

Diffeomorphic Registration for Retinotopic Maps

Data: Subject’s raw retinotopic maps S = FS, V S, vS, σS, RS
2

, template retinotopic maps 

T = FT, V T, vT, σT, RT
2

, and threshold ϵ.

Result: Registration function f from the subject raw retinotopic maps to the template retinotopic maps.

1.   Compute conformal parametrization for subject us = cs Fs, V s , and template 
uT = cT FT, V T ;

2.   Take identity mapping as initial, f us us;

3.   repeat

  a) Update registration function f regardless of diffeomorphism, according to Eq. 7.

  b) Compute Beltrami coefficient μ for f, according to Eq. 5.

  c) Project Beltrami coefficient to get μ′, according to Eq. 8.

  d) Compute diffeomorphic mapping f  by LBS on the projected coefficient μ′;

  e) Apply Laplacian smoothing to get f from f , according to Eq. 14.

  f) Compute δf = max f − f , and update f f
4.   until δf < ϵ and μ ∞ < 1

5.   return f.

Data and template

We applied DRRM to one synthetic and two real retinotopy data sets. The synthetic data is 

mainly used to compare the performance of DRRM with other state-of-the-art methods. Two 

real retinotopic map data sets, Human connectome project (HCP) (Uğurbil et al. 2013; Van 

Essen et al. 2013; Benson et al. 2018) and Studyforrest (Sengupta et al. 2016a), are used to 

demonstrate the application of DRRM to human retinotopic maps.

Synthetic data—We generated a synthetic data set consisting of subject and template 

retinotopic maps using the double-sech model proposed by Schira et al. (2010)

u(1) + iu(2) = k ⋅ ln v(1) ⋅ exp iv(2) ⋅ fa + a , (16)

where fa = sech v 2 0.18 × sech 0.76 log v 1 /a , a = 10, and b = 90. The model is applicable 

to V1–V3 simultaneously by setting a shear value s for each visual 

area and concatenating them along v 2 . Namely, v 2  in Eq. (16) can be 

applied to the V1–V3 complex by concatenating data along polar angle, 
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v 2 = s1vi
2 ∣ vi ∈ V 1 ∪ s2 vi

2 ± s1π/2 ∣ vi ∈ V 2 ∪ s3 vi
2 ± s1π/2 ± s2s1π ∣ vi ∈ V 3 . We can 

generate different retinotopic data by manipulating s. Here we set s1 = 0.5, s2 = 0.3, and 

s3 = 0.15 to generate the subject’s retinotopic maps in V1/V2/V3 with grid sampling in visual 

space. Then we enclosed each subject’s data into a unit circle. Finally, we converted the grid 

data to a triangular mesh by connecting the diagonals of the grid. This step is to ensure that 

the synthetic data is in the same format as the real data set. In the final step, we added noise 

to the generated signal and tried to recovery the underlying maps. We repeated the process 

with two levels of noise: one with a peak signal-to-noise ratio (PSNR) of 20, and the other 

with PSNR = 10.

HCP retinotopy data—The Human connectome project (HCP) (Benson et al. 2018) 

provides a large publicly available retinotopy data set collected on 7T MRI scanners. The 

data collection, conducted on 181 healthy young adults (22–35 years; 109 females, and 

72 males) with normal or corrected-to-normal visual acuity, involved carefully designed 

retinotopy stimuli and resulted in a substantial amount of fMRI data (30 min, 1800 time-

points) acquired at very high spatial and temporal resolutions (1.6 mm isotropic voxels, 

1-s temporal sampling). The data set provides an exciting opportunity to compare the 

registration methods. It was pre-processed by the HCP group on a 32 k mesh (Glasser et al. 

2013). In consideration of reproductivity, we adopted the publicly available pRF solutions by 

the HCP group (Benson et al. 2018).

Studyforrest retinotopy data—The Studyforrest data set (Sengupta et al. 2016a) 

consists of 15 observers’ retinotopy fMRI data from the travelling wave experiment on a 

3T MRI scanner. The data were processed in the following steps. First, the T1 weighted 

structural images were used to reconstruct the cortical surface by FreeSurfer (version 5.3.0) 

(Fischl et al. 1999). Then we resampled the surface to 59k vertices. We then preprocessed 

the fMRI data: (1) we used SPM (Friston et al. 1996) (Version 12) to correct slice timing; 

(2) we used SPM to align all the fMRI volumes to the first volume for each run of the 

retinotopic experiment, including the expanding ring, contracting ring, clockwise rotated 

wedge, and counter clockwise rotated wedge; (3) Then we projected the fMRI signal to the 

mid-surface (between pial and white) generated from FreeSurfer. Once we have the fMRI 

signal on the surface, we used Kay’s analyzePRF (Version 1.1) to decode the fMRI signal 

with following settings: (1) linearly detrend the signal; (2) stimulation image size 640 × 640; 

(3) with traveling wave results (Sengupta et al. 2016b) as perception center seed for each 

vertex, and (4) compressive pRF model with big receptive field size seed. The data and code 

for reproducing the results are available on our OSF website.

Retinotopic template—We started with Benson and Winawer’s retinotopic model 

(Benson and Winawer 2018) and the group-average retinotopic map from the HCP group 

T0 = FT0, V T0, vT0, σT0, RT0
2 . This template contains 12 visual areas, including V1–V3, hV4, 

VO1, VO2, V3a, V3b, LO1, LO2, TO1, and TO2 (Benson and Winawer 2018). We first 

transferred the BW retinotopic model from the “fsaverage” space to the “fsLR” space, and 

then followed the technique introduced in “Registration” to align it to T0. The morphed 

template, denoted by T = FT, V T, vT, σT, RT
2 , was used as the template in DRRM for our 

registration.
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Performance evaluations

We compared DRRM with several popular retinotopic and image registration methods, 

including Thin Plate Spline TPS (Sprengel et al.), Bayesian (Benson and Winawer 2018), 

and D-Demos (Vercauteren et al. 2009).

TPS is a widely used non-rigid transformation method, which treats registration as two 

displacement functions approximated by two thin plate surfaces. To find these surfaces, 

landmark points are defined on both the source and target surfaces. TPS interpolates the thin 

plate surfaces based on the landmarks. Therefore, the precision of the registration results is 

dominated by the quality of the landmarks but not the other visual coordinates.

Benson and Winawer’s Bayesian registration framework, which we call the “Benson’s 
method” for short, adopts a energy minimization approach to align subjects’ retinotopic 

maps to the template (Benson and Winawer 2018). It is a very intuitive method that treats 

edges as springs (initial length before registraiton) and nodes as mass balls. To encourage 

alignment of high quality points, well-potentials can be set to attract the mass balls to 

specific positions. Here, we set landmarks as anchers with Gaussian potential wells (Benson 

and Winawer 2018). Because they are given by the experimenter, the landmarks define high 

quality points in retinotopic maps.

D-Demos is a popular diffeomorphic image registration method that projects the results 

from the simple-demon algorithm in each iteration to be diffeomorphic. One limitation 

of the simple demon is that it does not provide diffeomorphic registration. In D-Demos, 

diffeomorphic registration is achieved by projecting the displacements from the simple-

demon algorithm to the space of diffeomorphic transformations in each iteration (e.g., by 

Jacobian).

Both TPS and D-Demos were designed for image registration and have not been used 

in retinotopic registration. We applied them to images with intensity determined by the 

eccentricity visual coordinates of the retinotopic maps first and then images with intensity 

determined by the polar angle visual coordinates second and reiterated the process several 

times. The order of eccentricity and polar angle processing is not important, because the 

process is irritative: eccentricity is processed first, followed by polar angle, and repetitions 

of the first two steps. We began with eccentricity, because it is smoother than polar angle, 

which jumps from 0 to 360 degrees at 0 degree.

For the synthetic data set, because we knew the groundtruth displacement, we 

mainly compared the performance of these registration methods using the Registration 
Displacement Error. In addition, to evaluate whether the registration function is 

diffeomorphic, we calculated the number of fipped triangles, F flip, in the registration function. 

If F flip = 0, the registration function is diffeomorphic.

For the real retinotopic data sets, since no ground truth is available, we evaluate the 

performance of the registration methods by three indirect metrics: visual coordinate change 
d v , the number of flipped triangles F flip during the registration, and goodness of fit to 

the BOLD time series. More specifically, d v  is the average pointwise visual coordinate 
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change which is calculated by the Euclidian distance between the raw visual coordinates 

and the template-interpretated visual coordinates after registration. If F flip = 0, the registration 

function is diffeomorphic. The goodness of fit to the BOLD time series is evaluated with 

the Root Mean Square Error (RMSE), Akaike information criterion (AIC), and Pearson 
correlation (pc) defined in Eq. (3). Specifically, after the registration, the parametric positions 

of the subject’s retinotopic maps were adjusted. We interpret the visual coordinates of 

the vertices on the subject’s retinotopic maps from the template. If the registration is 

good, Registration Displacement Error is small, namely, the visual coordinate differences 

between the subject’s registered retinotopic maps and the template are small. If RMSE is 

small, the registered retinotopic maps fit the BOLD signals well. Similarly, if the AIC is 

smaller, the registered retinotopic maps explain the data better with the same number of 

parameters; if the Pearson correlation is greater, the registered retinotopic maps explain the 

BOLD signal better. Since the template we adopted is topological, the registered retinotopic 

maps are topological when F flip = 0. Namely, if the number of flipped triangles is zero, 

we can consider that the output retinotopic map preserves visual orignization (same as the 

orignization of predefined template).

Results

Performance on synthetic data

We first calculated the ground-truth displacement based on the parameters of the generative 

model (Eq. 16) for the subject and template, and generated noisy data for registration (Fig. 

4).

The performance metrics for the four methods are listed in Table 1. To evaluate the influence 

of noise on registration results, we reported each value with two levels of noise (PSNR = 20 

and 10) and separated them by “/”.

We found that (1) DRRM achieved the smallest registration displacement error and ensured 

diffeomorphism F flip = 0  in both conditions; (2) TPS, which moves the landmarks to 

match targets and interpolates the rest of the maps by smooth spline, was the fastest 

method. However, its precision was dominated by the quality of the landmarks but not 

the visual coordinates for the rest of the region; (3) The D-Demos method can ensure the 

diffeomorphic condition for image registration. However, distortions may be introduced 

by treating the visual coordinates as two separate images and registering them iteratively. 

Although D-Demons is a popular image registration method, it is not difficult to incorporate 

landmarks into retinotopic map registration; (4) The Benson’s method was proposed 

specifically for retinotopic registration. However, it has several tuning parameters and may 

be difficult to achieve diffeomorphic registration with small errors, especially for large 

deformation.

Retinotopic template for real data

The template we used is a refined version of the template in (Benson and Winawer 2018). 

It is generated with the following steps. First, the group-average retinotopic map from the 

HCP data set was cut and conformally mapped to the 2D parametric disk (Fig. 5a, b), i.e., 

Tu et al. Page 14

Brain Struct Funct. Author manuscript; available in PMC 2023 July 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



u = c V T . It formed a closed region on the fsLR sphere. Let the mapping from the cortical 

surface to the fsLR sphere be V sphere = g V T , then the mapping from the fsLR to the disk 

is given by ℎ = c ∘ g−1. We then fixed h and h−1 so that subjects’ retinotopic maps can be 

mapped to the same disk with FreeSurfer’s spherical registration. We then transferred BW’s 

retinotopic model (defined on the fsaverage sphere) to the fsLR space (by a rotation) and 

mapped it to the 2D disk by h (Fig. 5c). After registering the flattened BW retinotopic 

template (Fig. 5c) to the average HCP retinotopic map (Fig. 5a, b), we obtained a new 

retinotopic template (Fig. 5d), which can be projected back to the “fsLR” sphere (Fig. 5e) by 

ℎ−1.

Registration of the retinotopic maps in HCP

We applied DRRM to register individual subject’s retinotopic maps in the HCP data set to 

the template. For reproductivity purposes, we took the pRF solution from (Benson et al. 

2018). The results of the registration for the first observer’s left hemisphere are shown in 

Fig. 6. Specifically, the subject’s raw pRF results (Fig. 6a, b) were registered to the template 

(Fig. 6d) using DRRM. The registered results are shown in Fig. 6c, d. The benefits of 

registration can be seen in Fig. 6b, c: the missing retinotopic data is fixed (indicated by the 

white ellipses).

Table 2 listed performance metrics of registration methods for the first 20 subject. The 

“Raw” method did not touch the 2D positions of the subjects’ retinotopic maps and directly 

used the template’s visual coordinates. Since the HCP’s retinotopic data has been pre-

aligned by the MSMALL pipeline (Glasser et al. 2013), the “Raw” results are in fact from 

Multimodal Surface Matching (Robinson et al. 2018) with structural surface information and 

functional signal registration. The results in row Benson’s Method were evaluated based 

on the output of our custom call of Benson’s public library (Benson 2019). We used this 

row to provide a benchmark comparison regarding the flipping triangles and running times. 

The results in row Benson’s Maps were based on the publicly available output from the 

same work (Benson et al. 2022). The inferred maps in (Benson et al. 2022) are in the 

FreeSurfer native sphere space with ~ 164k points. However, the publicly available pRF 

solutions are in 32k format. Therefore, we performed the following steps to “resample” the 

inferred maps into the 32k resolution space: we (1) used the FreeSurfer’s registration sphere 

coordinates and transformed them into the fsLR space; (2) interpretated the retinotopic 

features (e.g., eccentricity, angle, perception size) of the 164k mesh to the 32k space by 

linear interpretation; and (3) evaluated the performance based on the interpretated values.

We then applied DRRM to the retinotopic maps of 180 observers (one observer’s fMRI 

data is not released) in the HCP data set in all the visual areas defined in the template. The 

average results are listed in Table 3. Registered retinotopic maps with DRRM fit the fMRI 

time series better than the “Raw” method in most (358 out of 360) hemispheres. The reduced 

RMSE from the DRRM fits suggests that the registered visual coordinates were better than 

the MSMALL registration solutions, which is better than other mentioned method.
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Improving 3T retinotopic maps

We also applied DRRM to the Studyforrest retinotopy data set (Sengupta et al. 2016a). 

Results for the first subject are shown in Fig. 7. The raw retinotopic eccentricity (Fig. 7a) 

and polar angle (Fig. 7b) results are illustrated on the inflated cortical surface (for better 

visualization) of the first subject’s left hemisphere. Then the results were transferred to the 

parametric disk (Fig. 7c, d). After the registration, we updated visual coordinates for the 

subject (Fig. 7e–h).

The average performance metrics of DRRM-registered and raw retinotopic maps of all the 

observers are listed in Table 4. The raw retinotopic maps were inferred from FreeSurfer’s 

registration sphere. We found that there are no flipping triangles, indicating that DRRM 

was diffeomorphic. Registered retinotopic maps with DRRM fit the fMRI time series better 

than the raw retinotopic maps. The reduced RMSE from the DRRM fits means that the 

registered visual coordinates were closer to the original pRF solutions. The results suggest 

that the DRRM-registered retinotopic maps fit the fMRI time series better than structurally 

registered retinotopic maps.

Discussion

In this work, we proposed a novel Diffeomorphic Registration for Retinotopic Maps 
(DRRM) to simultaneously register retinotopic maps in multiple visual regions. We 

introduced the Beltrami coefficient to ensure diffeomorphism in registering the visual 

coordinates of individual subject’s retinotopic maps to the template. We applied DRRM 

to synthetic, and real 7T and 3T retinotopic map datasets. We found that DRRM can 

preserve the diffeomorphic condition with optimized smoothness. Because we reduced 

unnecessary constraints and quantified the diffeomorphic condition in a more fundamental 

way, our registration method had more flexibility to align the subjects’ retinotopic maps to 

the template. Compared with D-Demons, the diffeomorphic space is favored in retinotopic 

maps: because retinotopic maps are approximately conformal (Schwartz 1977), the Beltrami 

coefficient is a good formulation after we conformally map the cortical surface to the 2D 

disk. In addition, DRRM was validated by the improved goodness of fit to the BOLD time 

series from both 7T and 3T retinotopy datasets. The goodness of fit metrics evaluates the 

performance of registration methods in terms of their ability to account for measurements.

One major advantage of diffeomorphic registration is the preservation of the topological 

condition (Tu et al. 2020b): nearby neurons have receptive fields at nearby locations on the 

retina (Wandell et al. 2007). The raw pRF results cannot ensure such condition. Aligning 

a subject’s retinotopic maps to a topological template would make the post-registration 

retinotopic maps topological and make it possible to accurately quantify properties of the 

retinotopic maps, including cortical magnifications, angle distortions, boundary differences, 

etc. In addition, diffeomorphic registration can be used to automatically infer boundaries 

of the visual areas, avoiding tedious manual labeling. Moreover, because most visual 

boundaries are provided by structural registration with FreeSurfer, some of the visual areas 

may be misplaced and eventually hidden after averaging. A diffeomorphic registration can 

emphasize retinotopic features and enable better identification of visual areas (Glasser and 

van Essen 2011).
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Boundary delineation

One benefit from the registration is the delineation of visual areas. We show visual area 

boundaries on the warped data and the template. If the data align well with the boundaries, 

the registration results are better. The proposed method is of high quality from visual 

inspection (Fig. 8).

Validation performance in different visual areas

Here we evaluated the average performance of five registration methods in terms of RMSE 

and number of flipped triangles on the first 20 subjects in 12 visual areas. Our method 

performed best in V1–V3. However, Benson’s maps (Benson et al. 2022) worked better in 

the higher visual areas. We shall emphasize that since the higher visual areas has fewer 

vertices in the mesh, the overall performance reported in Table 2 does not contradict the 

results reported in Table 5.

Pointwise fit vs global fit

There are numerous imperfections in the retinotopic map data, arising from many sources, 

including partial volume effects in fMRI, eye movements during the experiment, and various 

sources of physiological and environmental noises. The question is: Does registration really 

improve the quality of retinotopic maps? This is a challenging question. From the goodness 

of fit perspective, a method that accounts for more variance of the fMRI time series is 

better. However, over-fitting can be achieved with more complex models. The pointwise pRF 

model optimizes the variance explained. One would expect that the retinotopic maps from 

the pRF model should be the best in terms of variance explained. However, this does not 

mean that the pRF solution is the best. In fact, if we compare the topological condition, 

RMSE or AIC, the raw retinotopic maps from the pRF model are not always the best. In 

this work, we ensured the topological condition by diffeomorphic registration first, and then 

evaluated the centers of the population receptive fields without tuning other parameters. 

Based on the comparison of the various methods, we conclude that DRRM could improve 

the quality of retinotopic registration.

Cross-validation

We also conducted cross-validation experiments for comparison. Specifically, we used the 

pRF solutions from the first half of the fMRI signals in each run as the input to the 

registration methods and used the registered results to predict fMRI time series in the second 

half of each run. Finally, we compared the performance of no post-processing and the 

proposed method (Table 6) for the first 20 HCP subjects in the 12 visual areas defined in 

the template. The results suggested that, compared with the no post-processing solution, 

the proposed method performed better in predicting the second half of fMRI time series. 

The cross-validation results suggested that our work may advance retinotopic mapping for 

human subjects.

Although we used MSMAll’s multimodality registration results for comparison in Table 6 

due to its popularity, another possibility is to adopt FreeSurfer’s structural only registration 

results as an alternative. Namely, we could use FreeSurfer’s registration results and 

project fMRI signals accordingly without multimodality registration. This would allow 
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us to quantify the benefits of multimodality registration for retinotopic maps with cross-

validation. We will pursue this idea in the future.

Caveats

Despite the promising results, there are two caveats in our work. First, the retinotopic 

template is based on prior knowledge about visual regions. To our knowledge, there are 

other retinotopic templates that delineate higher visual areas differently, with different 

topologies (e.g., Wang et al. 2015). In the future, we need to adopt the same framework 

with different templates to identify the best template. Second, the authors of the Bayesian 

registration method have not participated in configuration and setting the method used in this 

paper for Table 1. Because it is a rather complicated package, we may have mis-interpretated 

some aspects of the method. For instance, we have not run Benson and Winawer’s code on 

our data with proper parameter tuning. Therefore, their results in Table 1 might be improved 

after more parameter tuning. Nevertheless, the results reported in Tables 2 and 5 are from 

the original authors’ published results. Our method exhibited some performance advantages. 

Since the proposed DRRM method reduced redundant constraints associated with edge 

shrinkage, angle shrinkage, and face shrinkage in the Bayesian registration framework, we 

believe it might play a role to improve the registration performance.

Another technical issue after the registration is, the orientations of the triangles that cross the 

boundaries of the visual areas are ill-defined, because the orientation requirement is opposite 

in adjacent visual areas. To obtain an ideally topological retinotopic map, the triangles must 

be subdivided along the boundaries of the visual areas.

Conclusions and future work

We proposed a DRRM framework to simultaneously register retinotopic maps of multiple 

visual regions. We introduced Beltrami coefficient to monitor and maintain the topological 

condition, designed an iterative algorithm to achieve both the diffeomorphic and topological 

conditions, and conducted extensive experiments to compare DRRM with other retinotopic 

map registration methods. Compared with the state-of-the-art methods, DRRM achieved 

better accuracy and provided better fits to BOLD fMRI time series. In the future, we 

plan to further improve the retinotopic template based on our new registration results. 

Furthermore, with the refined registration results, we will develop a hierarchical Bayesian 

approach (Molloy et al. 2018; Zhao et al. 2021) to integrate information at both individual 

and population levels and across multiple visual areas.
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Data availability

The retinotopic data sets used in this work, the Human connectome project (HCP) (Benson 

et al. 2018) and Studyforrest data set (Sengupta et al. 2016a), are publicly available. Our 

developed code is available on https://github.com/Retinotopy-mapping-Research/DRRM. 

The synthetic data, intermediate result, figures, and tables in this work are available on the 

OSF website https://osf.io/s25pe/.
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Fig. 1. 
Illustration of a retinotopy experiment and the registration process: a visual stimuli, b visual 

coordinate system, c structural MRI, d raw fMRI volumes, e preprocessed fMRI volumes, 

f cortical surface extracted from structural MRI with projected fMRI signals, g decoded 

retinotopic maps, h raw retinotopic maps projected on a flat surface, i polar angle template 

used in the registration, j topology of the raw retinotopic maps, where the black color 

indicates violations of the topological condition, and k retinotopic maps after the registration
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Fig. 2. 
Illustration of the registration process in the parametric space. The template sphere is rotated 

for illustration purpose
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Fig. 3. 
Illustration of a mapping function and the derivative computation. a Illustration of the 

mapping function in the discrete domain, and b divergence approximation for a vertex
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Fig. 4. 
Template and Subject Retinotopic Maps (synthetic data): a predefined template; b noiseless 

retinotopic map of a subject; c retinotopic map of a subject with weak noise (PSNR = 20); 

d retinotopic map of a subject with strong noise (PSNR = 20); e ground truth displacement. 

Red curves are eccentricity contours, black curves are polar angle contours, and some 

landmarks/anchors are marked in a–d
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Fig. 5. 
Retinotopic template (left hemisphere). a Decoded polar angles of the group-average HCP 

retinotopic map in the disk domain; b decoded eccentricities of the group-average HCP 

retinotopic map in the disk domain, c BW’s retinotopic model in the 2D domain, d final 

template, e the template on the fsLR sphere
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Fig. 6. 
Before and after registration for the first observer: a eccentricity of first subject, b polar 

angle of the first subject, c registered polar angle, and d registered eccentricity. In c, d, data 

with eccentricity > 8° are removed for clear comparison (since subjects’ max eccentricity is 

8°)
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Fig. 7. 
Retinotopic map on the left-hemisphere of the first observer in Studyforrest retinotopy data 

set (Sengupta et al. 2016a). a Eccentricity map, b polar angle map, c eccentricity map on the 

disk, and d polar angle map on the disk. e–h shows the registered results correspondingly
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Fig. 8. 
Visual area inferred by various methods: a MSMALL, b TPS, c Benson’s method, d 
D-Demos, and e DRRM
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Table 1

Comparing registration performance relative to the ground truth

Method Registration displacement error F flip Running time/s

Mean Max

TPSa 0.586/0.586 1.193/1.193 0/0   0.4

Benson Methoda 0.601/0.601 1.191/1.197 399/387   2.6

D-Demos 1.770/1.773 2.541/2.544 0/0 26.7

DRRMa 0.443/0.441 0.969/0.955 0/0   8.4

Each cell has two values, for the low and high fMRI noise conditions, respectively. Landmarks (the circled positions in Fig. 4) were used if the 
method accepts them (marked with “a”)
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Table 5

Comparing the average registration performance in terms of RMSE and number of flipped triangles number 

for the first 20 subjects in 12 visual areas

Visual area MSMALL TPSa D-Demos Benson’s maps DRRM

V1 1.1401/0 1.1379/0 1.1410/0 1.3073/– 1.1277/0

V2 1.1357/0 1.1484/0 1.1380/0 1.2723/– 1.1186/0

V3 1.1711/0 1.1776/0 1.1729/0 1.2106/– 1.1450/0

hV4 1.2254/0 1.2635/0 1.2060/0 1.1495/– 1.1729/0

VO1 1.2873/0 1.2989/0 1.2838/0 1.2238/– 1.2594/0

VO2 1.3345/0 1.3250/0 1.3357/0 1.2867/– 1.3337/0

TO2 1.2914/0 1.3012/0 1.3493/0 1.3035/– 1.3291/0

TO1 1.3236/0 1.3408/0 1.3305/0 1.2700/– 1.3066/0

LO2 1.2719/0 1.2913/0 1.2692/0 1.2152/– 1.2226/0

LO1 1.2212/0 1.2227/0 1.2233/0 1.1639/– 1.2028/0

V3b 1.2921/0 1.2858/0 1.2946/0 1.1919/– 1.2617/0

V3a 1.2587/0 1.3148/0 1.2599/0 1.3391/– 1.2305/0

Landmarks were used for TPS method (marked with “a”). Benson’s maps are evaluated based on the publicly available output (Benson et al. 2022)

Bold indicates the best performance value in the compared methods
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Table 6

Comparing the average cross-validation performance in terms of RMSE and Pearson correlation for the first 

20 HCP subjects in the 12 visual areas defined in the template

Prediction metrics No post-processing Proposed

Pearson correlation pc 0.227 0.253

RMSE 1.19708 1.17671

Bold indicates the best performance value in the compared methods
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