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ABSTRACT

Objective: This study aimed to develop a natural language processing algorithm (NLP) using machine learning (ML) techniques to identify and
classify documentation of preoperative cannabis use status.

Materials and Methods: \We developed and applied a keyword search strategy to identify documentation of preoperative cannabis use status in
clinical documentation within 60 days of surgery. We manually reviewed matching notes to classify each documentation into 8 different catego-
ries based on context, time, and certainty of cannabis use documentation. We applied 2 conventional ML and 3 deep learning models against
manual annotation. We externally validated our model using the MIMIC-II| dataset.

Results: The tested classifiers achieved classification results close to human performance with up to 93% and 94% precision and 95% recall of
preoperative cannabis use status documentation. External validation showed consistent results with up to 94% precision and recall.

Discussion: Our NLP model successfully replicated human annotation of preoperative cannabis use documentation, providing a baseline frame-
work for identifying and classifying documentation of cannabis use. We add to NLP methods applied in healthcare for clinical concept extraction
and classification, mainly concerning social determinants of health and substance use. Our systematically developed lexicon provides a compre-
hensive knowledge-based resource covering a wide range of cannabis-related concepts for future NLP applications.

Conclusion: \We demonstrated that documentation of preoperative cannabis use status could be accurately identified using an NLP algorithm.
This approach can be employed to identify comparison groups based on cannabis exposure for growing research efforts aiming to guide
cannabis-related clinical practices and policies.
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INTRODUCTION

With nearly 50 million Americans aged 12 years or older
using cannabis in 2020, a 60% increase from 2002, cannabis
is the most widely used illicit substance in the United States.
Unfortunately, knowledge gaps surrounding its health impli-
cations, including potential risks, of cannabis use remain sig-
nificant.>® The National Institute on Drug Use declared
research on cannabis use a top priority in 2021.* While
numerous research studies are investigating the potential ther-
apeutic properties, social and behavioral impacts, patterns
and trends in use, and mechanisms of action of substances in
cannabis,”® very few studies are conducted in clinical settings
to assess cannabis-related clinical outcomes. This results from
the limitations on conducting clinical trials involving cannabis
due to currently imposed federal regulations and restrictions”
and ethical considerations regarding its potential hazards.

The perioperative implications of cannabis use are a distinc-
tively important area warranting additional research now
that more preclinical and anecdotal evidence pointing to pos-
sible risks, including drug-drug interactions and interference
with pain management,®™'? continues to emerge. The Ameri-
can Society of Regional Anesthesia and Pain Medicine has
published its first Consensus Guidelines on managing perio-
perative patients on cannabis and cannabinoids. The guide-
lines could not recommend for or against tapering cannabis
or cannabinoids in the perioperative period or performing
toxicology screening, due to the lack of supporting evidence,
highlighting the urgent need for additional research to guide
safe and effective anesthesiology practices.'?

Leveraging electronic health record (EHR) data in
cannabis-related perioperative and other clinical research can
help generate evidence highly needed to inform perioperative
practices and policies and facilitate hypothesis generation for
future controlled trials. Yet, leveraging EHR data to study

cannabis-related health outcomes is prone to biases related to
underestimating cannabis use, mainly when relying on struc-
tured data types.'* For example, ICD-CM codes for cannabis
use disorder (CUD) fail to capture most patients who use can-
nabis, as they would not meet CUD diagnostic criteria. How-
ever, non-problematic cannabis use is still relevant for
assessing potential risks and health outcomes.'* Meanwhile,
performing toxicology screening tests for cannabinoids is not
routine, and medication lists do not include cannabis prod-
ucts, except for prescription cannabinoids (eg, dronabinol) or
products obtained through medical marijuana programs
declared by patients to their health providers. Reliance on
structured data to conduct cannabis-related research introdu-
ces a high probability of exposure misclassification and pro-
duces biased effect estimates. That said, most cannabis use-
related information (>80%) is documented in unstructured
narrative clinical notes.'®> Hence, data extraction methods are
needed to allow the utilization of unstructured narrative data
in research.

Traditional approaches, such as manual chart review, can be
tedious, time-consuming, irreproducible, and unfeasible when
utilizing large-sized health databases.'® Artificial intelligence
(Al) applications, such as machine learning (ML) techniques,
including natural language processing (NLP) and deep learning
(DL) techniques, are powerful tools used to extract medical
concepts that can be employed to extract preoperative cannabis
use status from unstructured narrative clinical notes. However,
previous studies rarely utilized NLP techniques to extract infor-
mation about cannabis use from clinical notes,">'” 2 and no
NLP algorithms are currently available to identify and classify
documentation of preoperative cannabis use status.

Nonetheless, even with Al applications, capturing narrative
documentation of cannabis use can be challenging, given the
complexity of the substance and the wide variability of
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semantics used to describe it, requiring a thorough under-
standing of cannabis-related clinical and linguistic concepts.
Cannabis is a word that refers to all products derived from
the complex plant Cannabis sativa,” which contains over 120
active chemical compounds known as cannabinoids.?! Can-
nabis products are now abundant in different forms and can
be consumed under different names, such as marijuana, pot,
weed, CBD oil, to name a few. Furthermore, while the Food
and Drug Administration (FDA) has not approved cannabis
use for medical purposes, several approved drugs contain
individual cannabinoids, such as dronabinol.> A comprehen-
sive approach covering a wide and exhaustive variety of can-
nabis concepts is needed to support NLP and ML pipelines
involving keyword search strategies to identify documenta-
tion of cannabis use in clinical notes.

In this study, we developed an NLP algorithm to identify
and classify documentation of preoperative cannabis use sta-
tus using unstructured clinical notes within 60 days of surgery
and created a comprehensive cannabis use documentation lex-
icon to support our NLP pipelines.

MATERIALS AND METHODS
Ethics approval

This study was approved by the University of Florida Institu-
tional Review Board (UF IRB-01) as part of study protocol
IRB201700747 with waived informed consent for secondary
EHR data use.

Study cohort and EHR-narrative preprocessing
phase

We used deidentified data from the PREsurgical Cognitive
Evaluation via Digital clockfacEdrawing (PRECEDE) Bank
from 22 478 patients between 2018 and 2020. PRECEDE is
an ongoing databank that collects medical data of patients
aged 65 years or older undergoing surgery at the University of
Florida (UF)/Shands Hospital, including information from
medical records (demographic, past medical/surgical history,
surgery and anesthesia, pain intensity, and family medical his-
tory), questionnaires, and blood samples to assess biological
markers of neurocognitive functioning.”* Data were retrieved
from the UF Integrated Data Repository (IDR) via an honest
data broker responsible for collecting and providing deidenti-
fied data to researchers. We included all clinical notes within
60 days of surgery. The mean (SD) note length was 26 (25.8)
sentences; 142 notes had >500 sentences, and 5 notes had
>800 sentences, the maximum being 1002 sentences. Identify-
ing sentences/snippets of interest aimed to improve the effi-
ciency of the methods by reducing computation time and
manual annotation effort by allowing us to focus on snippets
containing the search terms of interest. Data cleaning was per-
formed using Python 3.

Lexicon development phase

We developed a Comprehensive Cannabis Use Documenta-
tion Lexicon (CUDLx) (Supplementary Appendix S1) that
aims to provide a comprehensive and exhaustive list of con-
cepts corresponding to cannabis use that may appear in clini-
cal notes for NLP applications. We first identified an initial
list of keywords from literature review'*'”"'*?3 and expert
input (cannabis, cannabinoid, marijuana, marihuana, thc,
cbd, tetrahydrocannabinol, cannabidiol, cannabigerol,

cannabinol, epidiolex, dronabinol, nabilone, and nabiximols)
to use as prompts for additional term generation using the
National Library of Medicine Knowledge Sources and other
search engines. Specifically, we used the Unified Medical Lan-
guage Systems” (UMLS) Metathesaurus Browser (Version
2022AA),** a large biomedical thesaurus linking synonymous
names from over 200 different source vocabularies, including
standard biomedical vocabularies, the UMLS Lexical Tools,
the SPECIALIST Lexicon,” and RxNav,”® to identify
cannabis-related concepts and their synonyms in English
under any semantic types. We also used RankWatch,?” a free
online misspelling generation tool, to generate a list of possi-
ble misspellings for the most common keywords of cannabis
or cannabinoids'**!”*'® consisting of 5 letters or more (canna-
bis, cannabinoid, marijuana, marihuana, tetrahydrocannabi-
nol, cannabidiol, cannabigerole, cannabinol), and all generic
and brand names of approved synthetic prescription cannabi-
noids (Epidiolex®, dronabinol, Marinol®, Syndros®, Redu-
vo'™, Cesamet™, nabilone, nabiximols, and Sativex®).
Additionally, we included common misspellings of the words
“THC” and “CBD” based on the literature review.'” Further-
more, we conducted an automated UMLS dictionary lookup
using python to identify any additional search terms. The
expanded search terms were reviewed by an expert who eval-
uated their appropriateness for inclusion and identified 85
additional search terms. Finally, we included a list of identi-
fied but excluded search terms, the source of their retrieval,
and the reason for their exclusion. CUDLx included 3630
search terms that can be mapped into 13 higher keyword cate-
gories and 9 clinical concept categories based on the ULMS
Semantic Groups and expert input for terms identified from
other sources (Supplementary Appendix S1).

Data extraction phase

We searched for clinical notes containing CUDLx terms
within 60 days of surgery using Python string matching and
dictionary lookup, accounting for variations, such as spelling
errors and morphological differences.

We included any clinical documentation within 60 days of
surgery, including documentation of outpatient and inpatient
visits. Among documented notes is the anesthesia preproce-
dure evaluation note, typically performed within 0-60 days
before surgery and includes documentation of substance use,
including cannabis. Outpatient and inpatient documentation
typically include chief complaint, history of present illness,
medical and family history, social history, objective data, and
an assessment and plan.

We did not apply any section identification pipelines since
substance use assessment is mostly performed without stand-
ardized templates, making section boundary definition diffi-
cult, in addition to expected lower generalizability.
Moreover, we were interested in capturing any documenta-
tion of cannabis use to accurately ascertain cannabis use sta-
tus in future steps involving patient-level classification.

For rigorous keyword refinement and annotation, the key-
word search was performed in 2 rounds allowing for
improvement in keyword selection, data extraction, and
annotation after the first round. Each search round would be
annotated separately. In the first search, we selected 500 ran-
dom patients, among whom 55 (11.00%) had at least one
matching search term during the study period (448 total
matches across 131 unique notes) (Figure 1). In the second
search, we selected 1000 random patients, among whom 118
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22,478 patients >65 years old who underwent surgery at UF/Shands Hospital in 2018-2020
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Keyword search 1

445 patients 55 patients with

at least 1 match

without matches

Keyword search 2

118 patients with 882 patients

at least 1 match without matches

Extract matching snippets and perform manual annotation

Figure 1. Flowchart summary of patient selection and keyword search to identify cannabis term matches.

(11.80%) patients had at least one matching search term dur-
ing the study period (1480 total matches across 332 unique
notes).

For each match, we extracted a = 10-word concordance
window (“note snippet”), including punctuation, to provide
textual context. Multiple snippets were generated from the
same clinical note when multiple matching terms existed. The
matching term was presented between 2 # marks in the
extracted snippet. For additional clinical context, we also
extracted the note type (eg, progress note) and the day the
note was created relative to surgery day. The extracted data
were exported into an Excel file for manual annotation.

Manual annotation phase

We developed a set of written guidelines supplemented with
examples (Supplementary Appendix S2) and trained expert
annotators to ensure the rigor and consistency of annotations.

We performed 2 manual annotation rounds using the notes
identified in the extraction phase. Expert annotators were
trained to assign accurate and consistent labels per guidelines
by assessing 5 main properties of the matching snippet: Does
the matching snippet represent a true cannabis mention? If it
is a true cannabis mention, does the snippet report the
patient’s cannabis use status? If the snippet reported the
patient’s cannabis use status, does it refer to past or current
use? Can cannabis use status be clearly ascertained from the
snippet? And if cannabis use status is clear, is it positive or
negative in the context of the time it was reported? The anno-
tators assigned a multi-class label for each note snippets as (1)
“Not a true cannabis mention,” (2) “True mention not
reporting use status,” (3) “Uncertain past use,” (4)
“Uncertain current use,” (5) “Negative past use,” (6)
“Negative current use,” (7) “Positive past use,” and (8)
“Positive current use.”

We double-reviewed 449 note snippets from 55 random
patients in the first round and assigned note labels. The inter-
rater reliability (IRR) analysis showed an 89% overall agree-
ment and an overall Cohen’s Kappa with Fleiss—Cohen
weighting (95% Confidence Interval [CI]) of 0.93 (0.86-0.99)
(Figure 2). Discrepancies between annotators were resolved to
100% via consensus, and the annotation guidelines were
revised to improve each property definition. We double-
reviewed 1480 notes from 118 random patients in the second
annotation round. The IRR analysis showed a 97% overall
agreement and an overall Cohen’s Kappa with Fleiss—Cohen
weighting (95% CI) of 0.98 (0.98-0.99). Discrepancies
between annotators were also resolved to 100% via consen-
sus in the second round.

DL and ML classification phase

Training set

We combined the labeled note snippets from the 2 annotation
rounds, a total of 1928 snippets from 463 unique notes of
173 patients, and used them to train ML classifiers to repli-
cate human annotation for cannabis documentation in clinical
notes.

Computational environment

DL and conventional ML experiments were conducted on the
University of Florida Health (UF Health) DeepLearn platform,
a high-performance, big-data platform. DeepLearn pulls data
from the UF EHRs to support processing by ML and NLP tech-
nologies. Statistical analyses and manual annotation were per-
formed via a UF Health virtual desktop that provides a secure
platform for analyzing and sharing sensitive data (including
protected health information) for UF investigators.
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Figure 2. Summary of the manual annotation phase and inter-rater reliability analysis. Abbreviations: Cl, confidence interval.

Classification

We used the annotated snippets to train and test a variety of
multi-class ML classification models to replicate manual
annotation  for  preoperative cannabis use  status
documentation.

Conventional ML models

The conventional ML models included logistic regression
(LR)*” and linear support vector machines (L-SVM).?° The
LR model assumes that one or more independent variables
determine the outcome of the target variable. The SVM finds
a hyperplane that separates training observations with the
greatest margin possible. For SVM, we applied 3 kernels: lin-
ear, poly, and rbf and we found that the linear kernel per-
forms best for our classification problem.

For both ML classifiers, we stemmed note snippets in the
training set using the Porter stemmer and removed common
stop words using the Natural Language Toolkit (NLTK) stop
word list.*" To extract word ngram sequences (1-5 grams),
we used the Python scikit-learn library®* and weighted the
word ngram sequences by term frequency-inverse document
frequency (TF-IDF).*? LR with L1 regularization was applied
for feature vector dimensionality reduction.>*

DL with non-contextualized word embedding models

Our next classification model is based on conventional non-
contextualized word2vec embedding vectors,®> which per-
form well in CPU-only environments. These models have
shown superior performance over conventional ML models
and superior computational efficiency over transformer-based
models.>® We integrated these word embeddings into a con-
volutional neural networks (CNNs) text classifier’” using
Python spaCy 3.4 implementation.*® We tokenized each note
snippet and created an embedding vector for each token using
ScispaCy large models, which are trained on biomedical and
clinical text and include nearly 785 000 vocabularies with
600 000-word word2vec vectors.*” For contextual token rep-
resentation, the identified vectors were encoded into a sen-
tence matrix by computing each token vector using a forward
pass and a backward pass. A self-attention mechanism was
applied to reduce sentence matrix representation dimensional-
ity into a single context vector. Finally, we average-pooled the

vectors used as features in a simple feed-forward network to
predict labels for cannabis use status documentation. We used
the spaCy 3.4 default network architecture and parameters
for the CNN model.*® The model’s predictions were com-
pared against the reference annotations to estimate the gra-
dient of the loss and change the weight values to improve the
model’s predictions over time.

Transformer-based models

The transformer-based pre-trained contextual embedding has
achieved state-of-the-art results in various text classification
tasks using limited labeled data.* Since these language models
have been trained with a large amount of data, they possess con-
textual knowledge, and fine-tuning them with a small amount
of problem-specific data can achieve satisfactory results.

For our classification task, we used BERT-Base uncased*? and
Bio_ClinicalBERT.** We fine-tuned both transformer models
based on cannabis use status documentation categorization using
the HuggingFace library.** Since the initial layers of the models
only learn very general features, we kept them unchanged and
only fine-tuned the last layers for our classification task. We
tokenized and fed our input training data to fine-tune the models
and then used the fine-tuned models for the test set classification.
Using the 10-word window eliminated the need to truncate text
segments in the transformer-based pipelines. A mini-batch size of
16 and a learning rate of 3x10~> were used. The model was
optimized using the Adam optimizer,* and the loss parameter
was set to sparse-categorical-cross-entropy. The model was
trained for 5 epochs with early stopping.

Each model was evaluated via 10-fold cross-validation by
randomly training using 90% of the data while keeping out
10% for testing to avoid overfitting. Each model’s F1 score
was calculated based on its precision (P) and recall (R). Let ¢
represent a particular class, and ¢’ refer to all other classes.
The true positives (TP), false positives (FP), and false nega-
tives (FN) for the class ¢ are defined as follows:

1) TP = both true label and prediction refer a snippet to
class c

2) FP = true label of a snippet is class ¢/, while prediction
says it is class ¢
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Table 1. Identified search terms included in search strategy for preoperative cannabis use concept extraction and frequency of keyword matches in 1928
extracted note snippets from 463 unique notes of 173 patients who had surgery at Shand’s Hospital between 2018 and 2022 within 60 days of surgery

Search Total Label assigned to matching snippet Keyword category  Concept category
terms matches,
n (%) Not a true True mention Positive Positive Negated
cannabis not reporting current past use, current
mention, 7 (%b) use status, 72 (%b) use, 7 (%b) n (%b) use, 1 (%b)
marijuana 1086 (56.33) 0 (0.00) 112 (10.31) 747 (68.78) 191 (17.59) 36(3.31) Cannabis Cannabis
cbd 538 (27.90) 384 (71.38) 6(1.12) 127 (23.61) 6 (1.12) 15(2.79) Cannabidiol Cannabinoids
marinol 52 (2.70) 0(0) 4(7.69) 47 (90.38) 1(1.92) 0(0) Dronabinol Prescription
Cannabinoids
dronabinol 48 (2.49) 0(0) 1(2.08) 47(97.92) 0(0) 0(0) Dronabinol Prescription
Cannabinoids
pot 43 (2.23) 43 (100) 0(0) 0(0) 0(0) 0(0) Cannabis Cannabis
the 29 (1.50) 0(0) 0(0) 7 (24.14) 7(24.14) 15(51.72) Tetrahydrocannabinol Cannabinoids
epidiolex 29 (1.50) 0(0) 0(0) 29 (100) 0(0) 0(0) Epidiolex Prescription
Cannabinoids
cannabidiol 29 (1.50) 0(0) 0(0) 29 (100) 0(0) 0(0) Cannabidiol Cannabinoids
mj 23 (1.19) 1 (4.35) 0(0) 19 (82.61) 0 (0) 3(13.04) Cannabis Cannabis
hemp 16 (.83) 0(0) 0(0) 16 (100.00) 0 (0) 0(0) Cannabis Cannabis
weed 11 (.57) 11 (100) 0(0) 0(0) 0(0) 0(0) Cannabis Cannabis
marijauna® 8 (.41) 0(0) 0(0) 8 (100) 0(0) 0(0) Cannabis Cannabis
hash 8 (.41) 0(0) 0(0) 8 (100) 0(0) 0(0) Cannabis Cannabis
cannabis 4(.21) 0(0) 0(0) 1(25.00) 3(75.00) 0(0) Cannabis Cannabis
cbg 2(.10) 2 (100) 0(0) 0(0) 0(0) 0(0) Cannabigerol Cannabinoids
tch® 1(.05) 1 (100) 0(0) 0(0) 0(0) 0(0) Tetrahydrocannabinol Cannabinoids
cannabinoid 1(.05) 0(0) 0(0) 0(0) 0(0) 1(100) Cannabinoid Cannabinoids
Total 1928 (100) 442 (22.93) 123 (6.38) 1085 (56.28) 208 (10.79) 70 (3.63)

Note: Results are further stratified by the label assigned for the containing snippet during manual annotation and mapped into their corresponding keyword

and concept categories. Search terms and snippet labels displayed in this table are only those for which a match was found in the term search strategy.

* Column percent.
> Row percent.
¢ Misspelling.

3) EN = true label marks a snippet as class ¢, while predic-
tion refers to it as class ¢/

External validation

We replicated our data extraction, annotation, and ML meth-
ods using data from the Medical Information Mart for Inten-
sive Care-III (MIMIC-III) database to test the robustness of our
model and allow comparisons of our model with other existing
and future models. MIMIC-III is a large, single-center database
comprising information relating to patients admitted to critical
care units at a large tertiary care hospital that has been contains
EHR information from more than 50 000 hospital admissions.
This database provides various types of data, including notes,
medical history, diagnostic codes, demographics, and lab meas-
urements for patients admitted to the Beth Israel Deaconess
Medical Center in Boston, Massachusetts from 2001 to
2012.%¢ We extracted 1258 matching notes from 500 random
patients with a cannabis search term match and utilized the
same NLP methods applied on our original dataset. Our deci-
sion to utilize MIMIC-III was due to its accessibility under a
data use agreement, and the possibility to easily reproduce and
compare clinical studies. Our codes and Python scripts are
available at https://github.com/masoud-r/cannabis-use-NLP.

RESULTS

Among 1500 randomly selected patients, 173 (11.53%) had
at least one CUDLx term match. Among these patients, 70
(40.46%) had at least one documentation that was “Positive
current use,” 60 (34.68%) had at least one documentation

that was “True mention not reporting use status,” 38
(21.97%) had at least one match that was “Not a true canna-
bis mention,” 19 (10.98%) had at least one documentation
that was “Positive past use,” and 12 (6.94%) had at least one
documentation that was “Negative current use” (Supplemen-
tary Appendix S3, Table 1). Patients could have multiple
matches with different labels (not mutually exclusive) (Supple-
mentary Appendix S3, Table 2). Of the overall 1928 anno-
tated snippets, 1085 (56.28%) were “Positive current use,”
442 (22.93%) were “Not a true cannabis mention,” 208
(10.79%) were “Positive past use,” 123 (6.38%) were “True
mention not reporting use status,” and 70 (3.63%) were
“Negative current use.” We did not identify any documenta-
tion that was “Uncertain past use,” “Uncertain current use,”
or “Negated past use,” and we continue to display results
related only to the identified labels. The matching keywords,
their frequencies, and their categorization are summarized in
Table 1.

Manual annotation revealed various linguistic patterns that
did and did not represent documentation of the patient’s can-
nabis use status and can be assigned with different labels
(Supplementary Appendix S3, Table 3). Most commonly,
matches were found in the progress notes (30.15%) and the
anesthesia preprocedure evaluation notes (25.90%). Note
Types with search term matches are summarized in Table 2.
A summary of note types with keyword matches relative to
the total note types in the corpus is provided in Supplemen-
tary Appendix S3, Table 4.

ML classifications of preoperative cannabis use documenta-
tion were close to human performance across all models, with
a P range of 88-93% and an R range of 90-95%, as
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Table 2. Locations of matching search terms found in clinical notes during preoperative cannabis use search strategy of 1928 identified matches from
463 unique notes of 173 patients who had surgery at Shand’s Hospital between 2018 and 2022 within 60 days of surgery, stratified by the assigned labels

Note type Total Annotation labels assigned
matches,
n (%) Not a true True mention Positive Positive past Negative
cannabis not reporting current use, 7 (%b) current use,
mention, # (%b) use status, 72 (%P) use, (%b) n (%b)
Progress notes 581(30.13) 142 (24.44) 21 (3.61) 302 (51.98) 93 (16.01) 23 (3.
Anesthesia preprocedure evaluation 499 (25.88) 47 (9.41) 2 (.40) 417 (83.75) 0(0) 3 (6. 1)
Letter 236 (12.24) 3 (18.22) 9 (3.81) 142 (60.17) 34 (14.41) (3.39)
H&P 96 (4.98) 0(52.08) 0(0) 37 (38.54) 9(9.38) 0(0)
Telephone encounter 89 (4.62) 0(0) 87 (97.75) 2 (2.25) 0(0) 0(0)
ED provider notes 86 (4.46) 20 (23.26) 0(0) 38 (44.19) 28 (32.56) 0(0)
H&P (view-only) 86 (4.46) 3(3.49) 0(0) 69 (80.23) 14 (16.28) 0(0)
Discharge summary 85 (4.41) 55 (64.71) 0(0) 28 (32.94) 2(2.35) 0(0)
Consults 76 (3.94) 32 (42.11) 0(0) 12 (15.79) 28 (36.84) 4(5.26)
Discharge instructions—AVS first page 35(1.82) 33 (94.29) 0(0) 2(5.71) 0(0) 0(0)
IP AVS snapshot 8 (0.41) 0(0) 0(0) 8 (100) 0(0) 0(0)
Op note 8 (0.41) 4 (50 00) 0(0) 4 (50.00) 0 (0) 0(0)
Immediate post-operative note 6 (0.31) 6 (100) 0 (0) 0(0) 0(0) 0(0)
MR AVS snapshot 6(0.31) 0(0) 0(0) 4 (66.67) 0 (0) 2(33.33)
Patient care transfer note 4(0.21) 3 (75.00) 0(0) 1(25.00) 0(0) 0(0)
Patient instructions 4(0.21) 0(0) 4 (100) 0(0) 0(0) 0(0)
Post admission assessment 4(0.21) 0(0) 0(0) 4 (100) 0(0) 0(0)
Sedation documentation 4(0.21) 0 (0) 0 (0) 4 (100) 0 (0) 0 (0)
Interval H&P note 3(0.16) 0(0) 0(0) 3(100) 0 (0) 0(0)
Not included in original source 3(0.16) 0(0) 0(0) 3(100) 0(0) 0(0)
ED AVS snapshot 2(0.10) 0(0) 0(0) 2 (100) 0(0) 0(0)
ED notes 2 (0.10) 2 (100) 0(0) 0 (0) 0 (0) 0(0)
Nursing post-procedure note 2 (0.10) 0 (0) 0 (0) 2 (100) 0 (0) 0 (0)
Plan of care update 2 (0.10) 2 (100) 0(0) 0(0) 0(0) 0(0)
Outpatient student 1(0.05) 0(0) 0(0) 1(100) 0(0) 0(0)
Total 1928 (100) 442 (22.93) 123 (6.38) 1085 (56.28) 208 (10.79) 70 (3.63)
AVS: after-visit summary; ED: emergency department; H&P: history and physical examination; IP: in-patient; op: operation; MR: medical record.
% Column percent.
Row percent.
Table 3. Performance of conventional machine learning, deep learning, and transformer-based classifiers of preoperative cannabis use status
documentation in unstructured narrative clinical notes
Class LR L-SVM W2V CNN BERT-Base Bio_ClinicalBERT Support (N)
P R® FF P R® F° P R° F P R° F PO R® Fe
Not a true cannabis mention 99 98 98 .80 .95 87 99 98 98 1.0 .96 .98 .98 .99 .99 44
True mention not reporting use status .83 .72 .77 .77 .77 .77 .89 71 79 89 .71 .79 .84 .76 .80 12
Positive past use 37 35 36 56 41 47 71 54 61 71 56 .63 .70 .56 .62 10
Negative current use 63 .77 69 .80 .83 .81 .74 .70 .72 .64 .67 .65 .84 .83 .84 20
Positive current use 92 94 93 95 95 95 91 96 93 91 99 95 94 .99 .96 108
Weighted average 88 90 .89 90 91 91 91 91 91 90 .92 91 .93 95 .94 192
BER}}T; Bidirectional Encoder Representations from Transformers; CNN: convolutional neural networks; LR: logistic regression; L-SVM: linear support vector
machines.
@ Precision/positive predictive value.
° Recall/sensitivity.

c

d

F score = 2 x ([Precision x Recall]/[Precision+Recall]).
Number of snippets included in model evaluation.

demonstrated in Table 4. Bio_ClinicalBERT achieved the

Bio_ClinicalBERT (P =93%;

R=93%;

F=93%).

LR

(P=91%; R=91%, F=91%) had a slightly lower perform-

highest overall performance replicating human annotations
(P=93%; R=95%; F=94%). Other models, including
CNN with word2vec, BERT-Base, and linear SVM, had
slightly lower performance (F for all=91%). LR provides the
lowest scores (P =88%; R=90%; F=89%).

The external validation results were also consistent, acehiv-
ing a P range of 90-94% and an R range of 90-94%
(Table 4.) However, BERT-Base achieved the highest per-
formance replicating human annotations (P =94%; R =94 %;
F=95%), followed by very «close performance by

ance, followed by L-SVM and word2vec CNN (P =90%;
R =90%; F=90% for both).

DISCUSSION

We utilized NLP and ML techniques to identify and classify
documentation of preoperative cannabis use status from
unstructured narrative notes with up to 93% precision and
95% recall. All methods performed well, demonstrating that
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Table 4. External validation results of the performance of conventional machine learning, deep learning, and transformer-based classifiers of preoperative
cannabis use status documentation in unstructured narrative clinical notes using 1258 matching notes from 500 random patients in the MIMIC-III

database
Class LR L-SVM W2V CNN BERT-Base Bio_ClinicalBERT Support (N)¢
P R F P R F° P R F P2 R F P? RP F¢

Not a true cannabis mention 1.00 .99 1.00 1.00 .99 1.00 0.97 0.99 0.98 0.99 1.00 0.99 1.00 0.99 1.00 135
Positive current use 85 82 84 83 .82 .83 0.84 0.81 0.82 0.87 0.90 0.88 0.87 0.91 0.89 67
Positive past use .73 80 .77 .73 .78 .75 0.77 0.83 0.80 0.89 0.83 0.86 0.89 0.78 0.83 41
Negative current use .78 .70 .74 .78 .70 .74 0.75 0.60 0.67 0.89 0.80 0.84 0.62 0.80 0.70 10
Weighted average 91 91 91 90 90 .90 0.90 0.90 0.90 0.94 0.94 0.94 0.93 0.93 0.93 253

BERT: Bidirectional Encoder Representations from Transformers; CNN: convolutional neural networks; LR: logistic regression; L-SVM: linear support vector

machines.
* Precision/positive predictive value.
b Recall/sensitivity.
€ F score = 2 x ([Precision x Recall]/[Precision+Recall]).
Number of snippets included in model evaluation.

even with various documentation styles, preoperative canna-
bis use documentation can be identified using NLP pipelines.
Conventional ML models, which do not consider the textual
context, were outperformed by contextual models that con-
sider the broader context. Bio_Clinical BERT, which is trained
on biomedical and clinical text, had a superior overall per-
formance than all other models using notes from our original
cohort, unlike previous works that reported superior perform-
ance of linear models.*”*** However, different models per-
formed differently in specific classification tasks. For
example, BERT-Base performed best for recognizing past use,
while linear SVM was one of the best for predicting negation,
comparable to Bio_ClinicalBERT. Although CNN with
word2vec is not a fully contextualized model, it is trained on
the clinical text and performed better than BERT-Base for
negation cases. In the external validation using notes from
MIMIC-III, we had consistent results showing superior per-
formance of contextual models over conventional ML mod-
els. Nevertheless, BERT-Base had the best performance.
Overall, all the models performed well (at least 89% and
90% F scores, using data from original cohort and MIMIC-
I11, respectively, with balanced P and R) in cannabis use docu-
mentation classification and can be used when system needs
are met. Our study provides a baseline framework for identi-
fying and classifying documentation of preoperative cannabis
use status.

Of note, when searching for clinical documentation of can-
nabis use status within 60 days of surgery, most matches were
found in the progress notes and the anesthesia preprocedure
evaluation notes. However, meaningful documentation to
ascertain cannabis use status was most frequently found in
the anesthesia evaluation notes, while matches referring to
concepts other than cannabis use status (ie, false matches, eg,
“Not a true cannabis mention”) were most frequently found
in the progress notes. While cannabis use assessment and doc-
umentation are not integrated into our healthcare system,
anesthesiologists are trained to assess cannabis use, and other
substances, in the preoperative anesthesia evaluation due to
concerns regarding potential drug-drug interactions with
anesthetic medications and perioperative adverse events.**™!
This fact should be considered when expanding our model.
Furthermore, in our randomly selected sample, “marijuana”
was the most frequent matching term and generated the high-
est number of documentations representing true cannabis

mentions that report patients’ use status. On the contrary,
“CBD,” the second most frequent matching term, generated
the highest number of documentations that does not represent
true cannabis mentions. “CBD” can also be used as an abbre-
viation for the “common bile duct,” a term that is likely to be
seen in surgical patients.

Since our model is applied on the note level, some patients
had multiple matching snippets with conflicting labels. This
can be explained by different clinician assessment and docu-
mentation styles, the existence of false-positive matches, and
potential changes in use status over time. We will apply
expert-defined criteria for patient-level classification that
account for conflicting labels at the note level as shown in
Supplementary Appendix S3, Table 2, followed by integrating
structured data types.

To our knowledge, this is the first NLP tool to identify and
classify documentation of preoperative cannabis use status.
Few studies applied NLP techniques specifically to extract
information about cannabis use from EHRs.!>'7'” Sll,
most of these studies did not develop algorithms to classify
cannabis use documentation based on time and context (eg,
negation, past use), that can be then used to perform patient-
level classification (cannabis users, nonusers, past users) for
identifying comparison cohorts for clinical research purposes.
Moreover, limitations of past approaches include relying on
limited keywords and likely to miss a significant number of
relevant search terms,'’ focusing on limited aspects of canna-
bis use, such as only documentation of medical cannabis
use'” or urine drug test results,'” becoming outdated,'® and
being ungeneralizable/untransferable.'**'”~'” The latter is due
to development in settings where cannabis use screening and
assessment is routine care,'>'”'? and documentation is per-
formed using standardized templates,”® opposite to most
other healthcare systems. Other previous models considering
context and time in extracting information about social deter-
minants of health and substance use in general exist.?%*7-33753
However, these works are not tailored to capturing cannabis
use specifically,?**733=5% a5 opposed to our specialized
model. We have demonstrated that concepts related to canna-
bis use can be complex, due to the complex nature of the sub-
stance. Tailoring our model to cannabis allowed it to deploy a
more comprehensive approach capturing several key aspects
related to documentation of cannabis use, including capturing
different types of exposure to the substance in a clinically
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meaningful manner, and evaluating relevance to the patient,
time, clarity, and negation. Our NLP model can successfully
differentiate between different types of cannabis use-specific
documentation, including negated and past use, utilizes a
comprehensive lexicon, and is tested against a variety of docu-
mentation styles without relying on standardized templates,
adding to applied NLP methods for clinical concept extrac-
tion and classification.*®

Our NLP tool has multiple applications. First and most
importantly, it can support clinical and epidemiological
research investigating a wide array of health outcomes related
to cannabis use by facilitating the use of EHR data in a reliable
and reproducible fashion. Such research is a priority, given the
continuous increase in cannabis use prevalence and the signifi-
cant knowledge gaps surrounding its use.*”'* Second, our
model can be deployed in operational settings, particularly
perioperative clinical decision support, by simplifying the ana-
lytic process guiding provider practices and planning safe anes-
thetic care.**"*” For example, it can be used to identify
documentation of perioperative cannabis use during anesthesia
regimen planning instead of performing time-consuming chart
reviews. This process would additionally strengthen the evalua-
tion of quality improvement programs for perioperative canna-
bis use-related interventions and promote screening,
assessment, and documentation of cannabis use status in medi-
cal records. Our methods should also be replicable to identify
cannabis use status documentation in different clinical popula-
tions, such as adolescents, among whom targeted clinical inter-
ventions may be warranted.

Our study has several strengths. Our systematically devel-
oped lexicon (CUDLx) contains a comprehensive list of
search terms covering a wide range of cannabis-related con-
cepts, ensuring almost any documentation of cannabis use
was captured. These terms can be mapped into keyword and
clinical concept categories, to further identify subcategories
of cannabis exposure. For example, patients using prescrip-
tion cannabinoids (eg, dronabinol) can be distinguished since
they have inherent differences from other cannabis users,
potentially introducing biased and confounded effects if
included in the same exposure group.>®>® Another example
is patients using CBD-based products versus THC-based
products who may experience different outcomes.” While
some of the included terms may seem redundant from a tech-
nical perspective (eg, “CBD” and “CBD cream”), they carry
different meanings, can be classified into different categories
with distinctive clinical significance, and provide different
levels of specificity, with longer spans likely to hold more
specific information. For example, “CBD” is generally used
to describe the chemically active cannabinoid “cannabidiol,”
which can exist in many forms, while “CBD cream” specifi-
cally means CBD products in topical cream preparations.
Second, our rigorous manual annotation relied on written
guidelines that provided clear definitions and examples for
label assignment. Two experts performing manual annota-
tion allowed standardizing the definition and classification of
preoperative cannabis use documentation, leading to a high
inter-rater agreement. Our NLP and ML pipelines can iden-
tify and classify documentation of the patient’s cannabis use
status based on the time of exposure (past vs present), and
the nature of documentation (confirmed vs negated), in addi-
tion to differentiating notes that do not truly represent docu-
mentation of cannabis use status. Finally, we tested our
model using an external database, and achieved consistent

performance results, demonstrating the robustness of our
model.

Limitations of our study include using data from a single
health system and only older adult patients. However, our
healthcare system included patients of different socioeco-
nomic levels, demographic characteristics, and surgical serv-
ices, improving generalizability to older surgery populations.
We also performed additional external validation using pub-
licly accessible data from a second health system and achieved
consistent performance results showing the robustness of our
model. Still, providers at other institutions may use different
styles to document cannabis use, possibly not considered in
this study, limiting generalizability outside the home-trained
institution. However, in addition to developing a comprehen-
sive lexicon and conducting rigorous keyword refinement,
our lexical search was applied in a healthcare system without
standardized templates to document cannabis use, which
diversified the linguistic styles and patterns included in the
study. Second, while applying keyword search techniques gen-
erates a high P, it also leads to a lower R compared to com-
pletely manual annotation techniques. However, the
comprehensive lexicon we developed aimed to minimize this
limitation. Our future work will involve sampling 7% of
patients from the entire population and performing a thor-
ough chart review to evaluate potentially missing positive can-
nabis use cases and report the resultant R score. Finally, even
with applying NLP techniques to extract documentation of
cannabis use status from EHRs, there remain several chal-
lenges and limitations contributing to under-documentation
of cannabis use in medical records.'*®® Nonetheless, our
model offers the opportunity to improve the quality of canna-
bis use data extracted from EHRs for clinical and epidemio-
logical research.

The next steps include applying patient-level classification
of preoperative cannabis use status, integrating other struc-
tured data forms, and creating a computable phenotype that
can support reliable clinical research.

CONCLUSION

Our NLP pipeline successfully identified and classified docu-
mentation of preoperative cannabis use status in unstructured
notes with precision approximating human annotation. The
application of this NLP pipeline allows future identification
of patient cohorts for clinical and epidemiological research
investigating cannabis-related health outcomes aiming to
inform clinical interventions and policymaking in the wake of
the continuously increasing cannabis use prevalence.
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