
Editorial

Advancements in extracting social determinants of health
information from narrative text

INTRODUCTION

Social determinants of health (SDoH) are the conditions in
which people are born, live, work, and age that affect per-
sonal well-being, health outcomes, and life expectancy.1

SDoH include a range of nonmedical factors, including sub-
stance use, quality of domestic life, marital status, employ-
ment status, education, race, geography, and other factors
that impact health. Understanding patient SDoH can inform
patient health care and has the potential to improve health
outcomes and reduce health disparities.2,3 Patient SDoH
information is documented in the electronic health record
(EHR) and other health-related databases through structured
data and free-text (natural language) documents, including
patient notes. For many SDoH, the free-text descriptions cap-
ture social and behavioral factors with higher prevalence and
more detail than is available through structured data. Utiliz-
ing free-text SDoH information in large-scale studies, clinical
decision-support systems, and other secondary use applica-
tions, requires the automatic extraction of key aspects of the
SDoH using natural language processing (NLP). NLP-based
information extraction maps the unstructured, free-text
descriptions of SDoH to structured semantic representations
that can be combined with available structured data to create
more complete patient profiles.

OVERVIEW

This focus issue highlights studies that advance the extraction
and utilization of free-text SDoH information through the: (1)
development of state-of-the-art NLP architectures, (2) explo-
ration of unstudied/understudied SDoH, and (3) formulation
of patient-centric ethical design and implementation guide-
lines. The focus issue includes 10 studies selected through rig-
orous peer review of 24 submissions. Table 1 summarizes the
focus issue studies. The studies present resources, such as lexi-
cons,4 ontologies,5,6 and annotated datasets4–8 that support
the extraction of free-text SDoH and present methods for uti-
lizing these resources to generate semantic SDoH representa-
tions from free-text descriptions.4–12 Collectively, these
papers explore a range of SDoH, including housing stabil-
ity,5–12 social support,5,6 finances,5,6 food security,6 transpor-
tation access,6 insurance,6 marital status,6 employment,8–12

alcohol use,5,8–12 drug use,4,5,8–12 and tobacco use.8–12 They
investigate the extraction of free-text SDoH from the Veterans
Health Administration (VHA),7 the MIMIC-III dataset,4,7–13

the National Violent Death Report System (NVDRS),5 and
university hospitals, including University of Florida (UF),4

University of Washington (UW),8–12 and University of Cali-
fornia San Francisco (UCSF).6 The studied populations
include veterans,7 suicide victims,5 aging patients,4 patients
with chronic pain,6 and others. The presented NLP methods
include rule-based8 and data-driven machine learning (ML)4–

12 approaches. Transformer-based, pretrained large language
models (LLM) were used in all extraction studies, and LLM-
based approaches consistently outperformed rule-based sys-
tems, discrete models (eg, logistic regression), and non-LLM
neural networks (eg, convolutional neural networks).4–12

The issue includes an overview of the 2022 National NLP
Clinical Challenges (n2c2) track 2 on extracting SDoH (n2c2/
UW SDoH Challenge) in which participants developed NLP
methods for SDoH extraction from EHR narratives,8 using
data from UW and MIMIC-III to explore information extrac-
tion, generalizability, and transfer learning. Three papers
present methodological solutions that directly responded to
the n2c2/UW SDoH Challenge.9–11 A fourth paper presents
an EHR case study at UW, where an extraction model was
developed using the n2c2/UW SDoH Challenge data, the
extractor was applied to a large clinical data set, and the
information gain achieved by combining free-text SDoH
information with existing structured data was quantified.12

The focus issue includes 4 studies that complement the n2c2/
UW SDoH Challenge papers by expanding the patient popu-
lations, SDoH types, and data explored.4–7 A guidance paper
provides a patient-centric perspective of SDoH extraction,
focusing on ethical design and implementation considerations
for SDoH extraction systems.14

HIGHLIGHTS

The n2c2/UW SDoH Challenge explored the extraction of
alcohol, drug, and tobacco use, employment, and living situa-
tion information from clinical text. It utilized the Social His-
tory Annotated Corpus (SHAC), which consists of
deidentified social history sections from UW and MIMIC-III
that are annotated using an event-based annotation scheme.15

In this event scheme, SDoH events in the patient timeline are
characterized through triggers and connected arguments that
specify status, severity, type, and temporality. The SHAC
event extraction task requires identifying trigger and argu-
ment spans, resolving the argument roles, linking triggers and
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arguments, and normalizing argument spans to SDoH con-
cepts. The n2c2/UW SDoH Challenge included 3 subtasks
focused on extraction, generalizability, and learning transfer.
The best performing systems in each subtask used LLM, like
Bidirectional Encoder Representations from Transformers
(BERT),16 Robustly Optimized BERT Pretraining Approach
(RoBERTa),17 and Text-To-Text Transfer Transformer
(T5).18 Of the 15 teams that participated in the challenge, 3
teams published NLP system papers through this focus
issue.9–11 Most of the LLM-based systems utilized encoder-
only architectures, like BERT and RoBERTa, to map input
text into a vector space and then classify the vector

representation.10,11 Richie et al11 designed a BERT-based
pipeline where triggers and arguments were extracted as
sequence tagging tasks. In this multistep approach: (1) triggers
in the input sample were extracted, and (2) arguments were
extracted for each trigger by using the BERT segment ID
inputs to focus the argument extraction on the specified trig-
ger location. Romanowski et al9 utilized an encoder-decoder
architecture, T5, to implement a sequence-to-sequence (seq2-
seq) approach, where the input is the note text and the output
is a structured text representation of the SDoH. Romanowski
et al’s solution included: (1) additional pretraining of T5 on
MIMIC-III notes; (2) the introduction of additional negative

Table 1. Description of SDoH focus issue publications

Author Research area Study target Study population Study data Contribution Shared task

Sajdeya et al4 Lexicon development
and NLP
extraction

Preoperative canna-
bis use status

UF SH surgery
patients �65 years
old (2018–2020)

UF EHR notes (all
types) and
MIMIC-III notes

Cannabis lexicon,
annotated corpus,
and LLM
extraction

No

Wang et al5 Ontology adaptation
and NLP
extraction

Social, behavioral/
lifestyle, and eco-
nomic factors
related to suicide

National suicide vic-
tims (2003–2019)

Death investigation
narratives from
NVDRS

Suicide-specific
SDoH-ontology,
annotated corpus,
and LLM classifier

No

Lituiev et al6 Ontology develop-
ment and NLP
extraction

Social support, rela-
tionship status,
finances, food
security, transpor-
tation, housing,
and insurance

UCSF ISS patients
with chronic low
back pain (2017–
2020)

UCSF EHR notes,
patient instruc-
tions, and tele-
phone encounters

SDoH ontology,
annotated corpus,
and LLM classifier

No

Yao et al7 NLP extraction Eviction status VHA patients with
homeless program,
social work, or
mental health notes
(2016–2021)

VHA EHR homeless
program, social
work, and mental
health notes;
MIMIC-III

Annotated corpus
and prompt-based
LLM extraction
approach

Lybarger et al8 NLP extraction Substance use,
employment, and
living situation

Patients in MIMIC-
III (2001–2012)
and at UW (2008–
2019)

n2c2/UW SDoH
Challenge data
(notes from
MIMIC-III and
UW)

Overview of n2c2/
UW SDoH Chal-
lenge task and
results

Yes

Romanowski et al9 NLP extraction Substance use,
employment, and
living situation

Patients in MIMIC-
III (2001–2012)
and at UW (2008–
2019)

n2c2/UW SDoH
Challenge data
(notes from
MIMIC-III and
UW)

LLM seq2seq SDoH
event extractor

Yes

Zhao et al10 NLP extraction Substance use,
employment, and
living situation

Patients in MIMIC-
III (2001–2012)
and at UW (2008–
2019)

n2c2/UW SDoH
Challenge data
(notes from
MIMIC-III and
UW)

LLM multistage
SDoH event
extractor

Yes

Richie et al11 NLP extraction Substance use,
employment, and
living situation

Patients in MIMIC-
III (2001–2012)
and at UW (2008–
2019)

n2c2/UW SDoH
Challenge data
(notes from
MIMIC-III and
UW)

LLM multistage
SDoH event
extractor

Yes

Lybarger et al12 NLP extraction and
EHR case study

Substance use,
employment, and
living situation

UW population,
including all medi-
cal specialties
(2021)

n2c2/UW SDoH
Challenge data;
UW EHR notes
and structured
data

LLM extractor, and
large-scale EHR
case study of nar-
rative SDoH
information

No

Hartzler et al14 Ethical use of NLP
extraction

Ethical considera-
tions for SDoH
extraction system
design

Marginalized and
underrepresented
populations
emphasized

Perspective article
does not use
patient data

Ethical guidance for
SDoH extraction
system design
using AI4People
framework

No

EHR: electronic health record; LLM: large language models; seq2seq: sequence-to-sequence; UW: University of Washington; VHA: Veterans Health
Administration; NVDRS: National Violent Death Reporting System; UF SH: University of Florida Shands Hospital; UCSF ISS: University of California at San
Francisco Integrated Spine Service.
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samples from MIMIC-III that do not include SDoH; (3) the
creation of additional training samples by excerpting shorter
text snippets spanning annotated events; and (4) the utiliza-
tion of in-house data with SDoH annotations.

In addition to the n2c2/UW SDoH Challenge overview and
submissions, 4 focus issue papers generated resources and
methodological solutions for the extraction of: (1) the eviction
status of veterans from VHA notes,7 (2) SDoH-related cir-
cumstance surrounding suicide crisis from death investigation
narratives from the NVDRS,5 (3) the cannabis use for older
surgery patients,4 and (4) SDoH related to chronic low back
pain.6 Wang et al5 developed a suicide-specific SDoH ontol-
ogy (Suicide-SDoHO), which is a hierarchical ontology of
social, behavioral/lifestyle, and economic factors. They imple-
mented multilabel, multiclass classifiers to generate ontology
predictions using BERT. Their exploration includes an analy-
sis of crisis trends over time by sex and age groups, as well as
the SDoH extraction performance by the US state. Yao et al7

investigated the extraction of eviction status information from
the EHR of the VHA, focusing on characterizing eviction
presence (absent, present, pending, etc.) and eviction period
(current, history, future, etc.). The authors introduced the
Knowledge Injection based on Ripple Effects of Social and
Behavioral Determinants of Health (KIRESH) prompt-based
BERT approach, where each input sentence is concatenated
with extracted SDoH information and natural language state-
ments describing the eviction presence and eviction period.
The concatenated SDoH information was identified using an
existing extraction model from prior work. The concatenated
statements describing eviction presence and eviction period
have the target labels masked, and the prediction task is to
resolve the masked label (cloze prediction task). KIRESH out-
performs BERT baselines that only use the input sentence.

These resource and methodological contributions for
SDoH extraction from free-text are complemented in this
issue with a perspective article, presented by Hartzler et al14

which used the AI4People19 framework and prior literature to
provide guidance regarding the design and implementation of
systems that extract SDoH. The article describes how the use
of artificial intelligence for automated SDoH extractions may
have unintended consequences related to stigma, privacy, con-
fidentiality, and trust. It presents recommendations for miti-
gating these unintended consequences and incorporating
patient perspectives. Hartzler et al emphasize the inclusive,
transparent, and cooperative engagement of patients.

CONCLUSIONS

This focus issue covers a diverse range of research on extract-
ing SDoH, in terms of the studied SDoH types, patient popu-
lations, health outcomes of interest, extraction
methodologies, and system design guidance. It emphasizes the
importance of the SDoH found in narrative text sources, dem-
onstrates effective extraction methods that achieve high per-
formance, and advocates for patient involvement in SDoH
extraction system design. The SDoH types encompass a wide
array of social, economic, and environmental factors, includ-
ing some historically understudied factors. The examined nar-
rative text sources include notes from EHRs and a national
suicide database. LLM extraction models are the dominant
extraction approach in this body of work, both in terms of
prevalence and performance.

There are several challenges and opportunities for the con-
tinued advancement of SDoH extraction related to privacy
restrictions, data availability, studied SDoH types, text data
sources, and innovations in ML and NLP. Privacy concerns
and the associated data restrictions remain a fundamental
challenge for SDoH extraction and clinical NLP more
broadly. The n2c2/UW SDoH Challenge provides a multi-
institution SDoH resource to the research community; how-
ever, the challenge data only spans a subset of SDoH of inter-
est and may differ in format and content from other hospital
systems. More publicly available annotated data sets are
needed to facilitate inter-institution collaboration. Even with
the contributions of this focus issue, there remain many
unstudied and understudied SDoH types, and there are addi-
tional sources of text data with important SDoH information,
beyond EHR data, for example social media data. Recent
developments for generative LLM with billions or trillions of
trainable parameters are fundamentally changing NLP
research, including clinical NLP. In the context of SDoH
extraction, recent advancements in LLM may improve per-
formance, enable previously intractable tasks, and reduce
annotated data requirements.
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