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ABSTRACT

Identifying patients’ social needs is a first critical step to address social determinants of health (SDoH)—the con-

ditions in which people live, learn, work, and play that affect health. Addressing SDoH can improve health out-

comes, population health, and health equity. Emerging SDoH reporting requirements call for health systems to

implement efficient ways to identify and act on patients’ social needs. Automatic extraction of SDoH from clini-

cal notes within the electronic health record through natural language processing offers a promising approach.

However, such automated SDoH systems could have unintended consequences for patients, related to stigma,

privacy, confidentiality, and mistrust. Using Floridi et al’s “AI4People” framework, we describe ethical consider-

ations for system design and implementation that call attention to patient autonomy, beneficence, nonmalefi-

cence, justice, and explicability. Based on our engagement of clinical and community champions in health

equity work at University of Washington Medicine, we offer recommendations for integrating patient voices

and needs into automated SDoH systems.

Key words: social determinants of health, electronic health records, patient acceptance of health care, bioethical issues, natural

language processing

INTRODUCTION

Addressing social determinants of health (SDoH)—nonmedical fac-

tors that affect health and health outcomes—is critical for improving

patient care and achieving health equity.1 Unmet social needs, such

as financial hardship, food insecurity, and housing instability, may

account for 40%–90% of health outcomes.2 Because screening and

referral are associated with improved outcomes,3 the National Aca-

demies of Sciences recommends integrating SDoH into healthcare

with electronic health records (EHRs) playing a central role.4 The

Center for Medicare & Medicaid Services set forth guidelines that

recommend voluntary reporting of positive screening rates for
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SDoH (including food insecurity, housing instability, transportation

needs, utility difficulties, and interpersonal safety) in 2023, manda-

tory reporting in 2024, and use of these metrics to drive reimburse-

ment by 2026.5 To meet these guidelines, health systems need

efficient ways to capture and use SDoH data in the EHR without

adding administrative burden.1,6

Although much effort has aimed to develop EHR-based screen-

ing and referral systems for SDoH,7–9 implementation barriers per-

sist.10 Some patients express discomfort and confidentiality

concerns about SDoH screening.10 Compared with traditional medi-

cal needs, some patients perceive social needs as less relevant to

healthcare11 and of lower priority to bring up with busy clinicians.12

Patients with more social needs express more discomfort document-

ing this data in the EHR.13 Further, patients vary in their percep-

tions about whether a health system should intervene on identified

needs.14 The high burden of screening perceived by clinical staff also

limits adoption.15–17 Although self-administered screening through

patient portals can help,18,19 racial, ethnic, literacy, and other bar-

riers to use continue to persist20–25 despite gains in technology adop-

tion over the past decade.26 Because patients with social needs may

face barriers due to limited literacy and digital access,27 additional

SDoH strategies are needed. Pressure for health systems to comply

with the emerging reporting guidelines5 increases the appeal of auto-

mated strategies that extract SDoH from clinical notes over tradi-

tional SDoH screening strategies, particularly given increased

financial strain of COVID-19 pandemic.28

The growing literature on extracting social needs from unstruc-

tured clinical notes using natural language processing (NLP) demon-

strates potential to improve the utility of SDoH data in the EHR

while reducing costs of traditional SDoH screening and documenta-

tion by clinical users.29 For example, Lybarger et al30 demonstrate

how NLP can augment structured SDoH data in the EHR to provide

a more comprehensive picture of patients’ social needs. Accurately

and reliably extracted social needs could automatically populate

structured data elements in the EHR that trigger computerized deci-

sion support and closed-loop referrals with community-based organ-

izations.18,31 The biomedical informatics field is making

extraordinary strides toward these new “automated SDoH systems”

through initiatives like the National NLP Clinical Challenge on

extracting SDoH.32 Given this progress, the desire to implement

these advances in clinical operations will only grow.33,34 As social

needs screening and referral becomes standard of care, the potential

unintended consequences of automated SDoH systems for patients

must be taken into serious consideration. Ethical considerations

must take precedence.

ETHICAL CONSIDERATIONS

Automated SDoH systems have significant potential to enhance

healthcare, but efforts to extract social needs from clinical notes

could also exacerbate patient concerns regarding privacy, stigma,

and mistrust. Although many patients find SDoH screening and nav-

igation acceptable,12–14 unintended consequences are well docu-

mented.35,36 Patients express concerns about the use of artificial

intelligence (AI) in healthcare, such as cost, safety, security, data

quality, and lack of personal choice, all of which impact patient

acceptability.37–40 We wish to bring focus to the importance of

incorporating perspectives of patients into the design and implemen-

tation of automated SDoH systems as an emerging type of AI.

“AI4People” is an ethical framework comprised of 5 principles to

guide the development and adoption of AI technologies: Patient

autonomy, beneficence, nonmaleficence, justice, and explicability.41

The framework lays a foundation for “a Good AI society,” which

researchers have used to characterize bias in clinical NLP42 Using

the AI4People framework, we examine ethical considerations of

automated SDoH systems from the perspectives of patients.

Beneficence
Automated SDoH systems should benefit and empower people by

promoting well-being and preserving dignity.41 SDoH interventions

are only clinically useful if they are used by care teams to benefit

patients.43 Patients may feel reluctant to share social needs they per-

ceive not relevant or beneficial to their care.11,12,40 Automatic

extraction has the potential to alleviate patient discomfort associ-

ated with traditional social needs screening methods.10 By mining

clinical notes, automated SDoH systems could increase the availabil-

ity of contextual patient information to care teams, leading to fewer

assumptions and more informed communication with patients.44,45

Although automated SDoH systems could mitigate some clinical

burdens of traditional social needs screening, clinicians may still

lack awareness of EHR-based SDoH documentation46 or the time to

follow up on identified social risks.10 Time burdens of automated

SDoH systems could be even greater given the potential for false

positives that may benefit from a “human in the loop” to review the

accuracy of extracted social needs before patient follow-up. The

benefits of automated SDoH systems may be limited if the identified

social needs are not actionable, calling into question the ethics of

screening without the capacity for community referral.35 Unlike

mining EHRs for health conditions that are addressed through medi-

cal interventions,47 the clinical utility of SDoH interventions relies

on a fragile network of community organizations.43 Compared with

traditional medical needs, health systems may be less equipped to

respond to some social needs (eg, utility difficulties) than others (eg,

interpersonal safety). While it may be technically feasible to effi-

ciently extract a given social need through NLP,29,30 pathways are

needed that will equip clinical staff and community-based organiza-

tions to effectively respond.

Nonmaleficence
Automated SDoH systems should avoid harm by preserving privacy,

confidentiality, and security, and preventing data misuse,41 includ-

ing potential harms from inaccurate data generated by AI.48 Repeat-

ing answers to questions considered by some patients as sensitive

(eg, interpersonal violence) can trigger unpleasant or potentially

traumatic memories and engender feelings of being judged.49 Clini-

cians may feel uncomfortable routinely inquiring about adverse

social circumstances, particularly if they lack experience or training

on eliciting and responding to social needs, which may leave patients

frustrated when those needs are left unmet.35 Automated SDoH sys-

tems could reduce the potential for subsequent discomfort by surfac-

ing social needs already identified in clinical notes, and help the

workforce respectfully listen and collaborate with patients to

address SDoH.50 However, surfacing and sharing social needs mined

from clinical notes that patients believe were discussed privately

with their clinician could inhibit trust, communication, and thera-

peutic relationships. Automated screening could feel intrusive, espe-

cially if findings are incorrect. False positives can misguide

conversations and lead to unnecessary efforts to link patients with

social services, while false negatives fail to identify and meet

patients’ needs.43 Compared with traditional clinical data, inaccu-

rate SDoH data could lead to even greater potential for
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stigmatization, such as labeling a patient “homeless” versus

“diabetic.” Inaccuracies could increase patient distrust, particularly

in populations with historic marginalization51 and at greater risk for

social needs. Patients also express security concerns about SDoH

data misuse.52 Although automated SDoH systems can surface

social needs for clinicians that might otherwise be missed, we must

weigh potential benefit and harms.

Autonomy
Automated SDoH systems should provide individuals the freedom

to make decisions for themselves, including how much agency to

delegate to AI.41 Although many patients find social needs screening

and navigation in healthcare acceptable,12–14 not all patients desire

assistance.53–55 Few screening tools ask patients about their interest

in assistance for identified social needs.43 As regulatory require-

ments place pressure to screen every patient for social needs,5

healthcare systems have the opportunity to implement SDoH screen-

ing in ways that are sensitive to patient preference and preserve

autonomy. Automated SDoH systems should not assume that

patients wish to have their social needs mined and acted upon with-

out providing patients the autonomy to decide. These systems

should ask patients for permission50 and obtain informed consent to

use social needs mined from their clinical notes. AI tools that

“operate surreptitiously in the background”37 can break public

trust, particularly if patients who do not want the technology used

in their care discover its use only after deployment. We need best

practices for implementing SDoH screening and referral interven-

tions,10,56–58 including automated SDoH systems that respect

patient autonomy. Informatics techniques can provide patients with

greater visibility of how social needs extracted by automated SDoH

screening are shared.59,60 Patients could be provided the freedom to

opt-out of automated SDoH screening, similar to national recom-

mendations that help normalize other potentially stigmatizing serv-

ices, like HIV screening.61,62 Another possible direction is for

automated SDoH systems to offer features for patients to opt-in to

the use of extracted social needs in their care, similar to EHR-based

research permissions.63

Justice
Although automated SDoH systems should be fair and equitable by

promoting prosperity and preserving solidarity,41 these systems have

the potential to disempower patients when imperfect mining leads

to the unintentional creation of biased SDoH data that can reinforce

inequities.37,64 Use of stigmatizing language that is disapproving,

discrediting, and stereotyping to describe patients65 can negatively

impact clinicians’ attitudes toward patients and their clinical deci-

sion-making.66 Although researchers, who have described the preva-

lence of racially stigmatizing language in the EHR, call for changes

in documentation practices,67,68 historical language in clinical notes

could be extracted by automated SDoH systems and label patients

in ways that stigmatize care and transmit bias. For example, systems

could surface clinical text describing a patient as a “drug seeker”69

when extracting social needs related to the SDoH domain of sub-

stance use. Mislabeling patients with inaccurate social needs is a fur-

ther concern. How patients are asked about social needs can impact

the quality of responses received. Similarly, NLP performance relies

on reducing the dimensionality of input data, affecting the quality of

social needs extracted. For example, some social needs like polysub-

stance use may be expressed in complex and nuanced ways in clini-

cal notes (eg, current use, past use, and multiple types of drugs),

which impacts the fidelity of NLP.30 Although no automated SDoH

system is infallible, inherent biases in data, algorithms, and system

use can unintentionally exacerbate inequities.53,64 Unequal treat-

ment based on extracted social needs may be particularly conse-

quential for patients from groups that have experienced historical

marginalization evidenced in the EHR, including Black individu-

als67,68 and transgender people.70 In addition to improving NLP per-

formance,30 informatics efforts can guide the just implementation of

automated SDoH systems. For example, rather than “auto-pop-

ulating” SDoH data in the EHR, systems could “auto-suggest”

social needs identified by NLP for human review first. Such imple-

mentation choices could help guard against false positive or other-

wise inaccurate SDoH data.

Explicability
Automated SDoH should exhibit transparency and accountability

while supporting the 4 other traditional bioethics principles.41 To be

beneficent and nonmaleficent, automated SDoH systems must ena-

ble patients to understand the potential for good as well as potential

for harm. For example, systems should inform patients about how

these tools intend to help and potential risks to privacy, data secur-

ity, data quality, or system misuse. To support autonomy, auto-

mated SDoH systems must enable patients to decide whether and

how their SDoH data are used. For example, systems should allow

patients the choice to participate, whether assistance is desired, and

from whom. To be just, the implications of using automated SDoH

systems should be readily understandable to all patients regardless

of their experience with AI. Limited digital and health literacy in

some populations with high social needs makes it critical to find

clear and effective means to explain the potential implications of

using automated SDoH systems for informed consent. Just systems

should not create or perpetuate bias—we should strive for antibias

systems. Organizations deploying this technology should take

accountability for unintended consequences to patients. All of these

assurances require that patients have a voice in the design and imple-

mentation of automated SDoH systems.

RECOMMENDATIONS

Patient acceptability of automated SDoH systems is contingent on

mitigating patient concerns,37–40 particularity for individuals with

social needs for who automated SDoH systems might impact most.

Ethical principles can help drive mitigation efforts, but patients

must have a voice in these systems. At the University of Washington

Medicine, we are leading an effort to accentuate patient voices con-

cerning the clinical extraction of SDoH. Based on our partnership

with clinical champions and an advisory board of community advo-

cates (Table 1), we offer recommendations for improving and diver-

sifying patient engagement to ensure that efforts to implement

automated SDoH systems are informed by patient input and reflect

ethical principles.

Engage patients inclusively
Efforts driving the use of SDoH data extracted from EHRs should

include patients from traditionally marginalized or underrepresented

communities. Patients from these groups express concerns and opin-

ions that are critical to the implementation of automated SDoH sys-

tems. Patients from marginalized groups may be more likely to

experience social needs, putting these groups at greater risk should

automated SDoH systems make mistakes. Engagement should
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Table 1. SDoH community champion advisory board

Kase Cragg is a transmasculine-nonbinary person with lived experience as a recipient and provider of

mental healthcare, both of which informs their work. He earned dual master’s degrees from the Univer-

sity of Washington in public health and social work, where they focused on the SDoH that impact trans-

gender and nonbinary peoples’ engagement with the healthcare system. They are a member of the “Birth

Includes Us” research team, a study that examines queer and transgender experiences in pregnancy and

birthing. He currently works in Seattle as an intensive outpatient therapist for youth and families.

Shoma Goomansingh advocates for all spectrums of under spoken groups. She is a first-generation Car-

ibbean American from Trinidad and Tobago with a background in computer science. She is a chef, small

business consultant, and a certified peer counselor in Washington State. She has experience assisting peo-

ple who live with serious mental health issues with social resources ranging from housing and employ-

ment to drug rehab, sex protection, and free small business consulting. She initiated Tech Chef

Productions, a start-up company for entrepreneurs and artists. She is passionate about combining her

love of research and technology to help make the system a better place for people experiencing mental

health complications.

Searetha Simons is passionate about helping people who don’t have a voice to speak up, including people

experiencing homelessness, mental health issues, and victims of sex trafficking. She has lived and profes-

sional experience providing outreach and group facilitation at a Seattle-based organization for prostitu-

tion survivors. She served as a resident member of the board for a Seattle-based Housing Group that

provides permanent homes and comprehensive services for people experiencing chronic homelessness. A

Seattle native, She loves music and was named a “Community Star” by the Starbucks Community Star

program, a partnership between Starbucks and Kraken Ice Hockey Team that recognizes anchors in the

Seattle Metropolitan community who drive positive change.

J. J. Wong lived with a birth disease, in 5 countries, through various varietal intersectional socioeco-

nomic strata in the healthcare systems to successfully advocate for self and for those who are disenfran-

chised, marginalized, stigmatized, discriminated, in particular, directly related to basic living:

healthcare, housing, nutrition across culturo-lingo-technological-socioeconomic strata. He is intersec-

tionally represented and advocated for the underprivileged/underserved, to bring peace, justice, and well-

ness (ie, transcendence) to LGBTQQIP2SAA* locally, nationally, and internationally, in body, mind,

and spirit.

*LGBTQQIP2SAA: Lesbian, gay, bisexual, transgender, queer, questioning, intersex, pansexual, 2-spi-

rit, asexual, and ally. “P” stands for pansexual: A term that describes a person who may have a physical,

emotional, or romantic attraction to people of any gender.

(continued)
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include individuals from diverse racial, ethnic and cultural groups,

and genders, including individuals with limited English proficiency

and those with limited literacy. As a critical part of our work, we

have engaged a community advisory board of individuals with lived

experience who advocate for communities which are most affected

by SDoH (Table 1). This advisory board reflects inclusive advocacy

for diverse patient communities to inform automated SDoH

systems.

Engage patients with transparency
Automated SDoH systems can be complex and difficult to describe

to patients. Although many people experience AI in their everyday

lives, individuals with social needs often face literacy and access bar-

riers to technology, leading to disparities in the use of digital health

innovations.27 To facilitate informed use of automated SDoH sys-

tems that promote digital health equity, patient engagement should

focus on ways to describe these systems as transparently and clearly

as possible. In our work, we have partnered with clinical and com-

munity champions to explore techniques for helping patients with

limited digital literacy to understand the use and implications of

automated SDoH systems work in everyday terms. Examples

include the use of storyboards, scenarios, vignettes, and analogies.

We have worked diligently with this community champion advisory

board to generate ideas for disseminating research findings about

automated SDoH systems to communities of interest. Examples of

community-generated ideas include dissemination through posters,

video commercials, community pop-ups, webinars, and listening

sessions.

Engage patients cooperatively
Patients should be engaged as partners with clinical stakeholders

and system designers in guiding the design and implementation of

automated SDoH systems. It is important for health systems to

understand what patients want and do not want, and to offer them

ways to express their needs, preferences, and autonomy. Through

coproduction of healthcare services,71 patients lend tremendous

insight into system features and workflows that promote patient

experience, such as vulnerable and underrepresented groups who

have long shaped care innovations at Kaiser Permanente’s Care

Management Institute.72 Similar codesign methods could integrate

patient perspectives into features and workflows for implementing

automated SDoH systems, such as considering whether to “auto-

suggest” rather than “auto-populate” social needs in the EHR.

Including patient representatives as advisors in research and practice

can elevate the perspectives of marginalized individuals and leverage

their expert advice for health equity initiatives,73 requires considera-

tion of compensation, inclusion, and democratic participation.

CONCLUSIONS

Automated SDoH systems offer health systems an efficient method

to identify and act on social needs. However, to improve health out-

comes, population health, and health equity, it is critical to consider

unintended consequences for patients and to give patients a voice.

The lens of AI4People provides ethical guidance for system design

and implementation that is patient centric.
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