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Artificial intelligence (AI) encompasses computational algo-
rithms that, partially or completely, autonomously perform
beneficial tasks usually considered representative of human
intelligence.1 This revolutionary technology has the potential
to shape the scope of healthcare in incredibleways. Fromdata-
driven treatment recommendations, real-time intraproce-
dural support, predicting outcomes, and more, there are vast
possibilities for implementing AI in interventional radiology
(IR) to helpmaximize patient care.2–5While there existsmuch
enthusiasm for integrating this cutting-edge technology in IR,
there are many ethical issues to consider in its use, such as
questions about data ownership and distribution, culpability
in the setting of AI-associated adverse events, and amplifica-
tion of inequities and bias. This article explores some of these
challenges and suggests a framework for navigating them.

Data Ownership, Distribution, and
Protection

Personal health information is of great value not only to the
patients’ whose medical care it guides but also to the
technology industry. In 2016, IBM spent $2.6 billion to
acquire Truven Health Analytics, acquiring a data bank of
millions of health records that could subsequently be mone-
tized for analysis, access, and use.6 Google also endorsed its
valuation of this data, paying $2.1 billion in 2019 to acquire
Fitbit and its data.7 Access to these valuable datasets is
necessary for developing useful AI models but also raises
question regarding ownership and appropriate use of health-
care datasets.

One set of questions revolves around ownership and sales
of healthcare data. Do the healthcare institutions where the
care was provided own these data, what about a clinician
who aggregates and organizes data into a usable database,
and what about patients? Do they deserve compensation or
at least the ability to opt out of having their data used? Much
of the health data utilized for AI is done so secondarily, that
is, the information has already fulfilled its primary use of
guiding medical care for that patient. While laws and regu-
lations that protect data collected for primary use exist, there
lacks a clear consensus regarding ownership and sharing of
de-identified “secondary use” data for AI systems.8 In some
places, patients control how their sensitive health data are
re-used.9,10 In others, this control is superseded by the
potential to benefit the society at large, or, in the case of
radiological data, ownership may even belong to the entity
that conducted the imaging.10

It can be argued that all participants within healthcare
systems (patients, providers, institutions, and industry alike)
bear some moral responsibility to improve such systems,
with patients mainly contributing to this through
the secondary use of their de-identified data in guiding
discovery, learning, and medical development.11 To level
the playing field and address issues of ownership, it is
reasonable to consider secondary use of clinical data for AI
as a public good intended to benefit future patients, with for-
profit sale and distribution under exclusive arrangements
prohibited.8 In other words, if one considers these valuable
anonymized datasets a public good, they should be able to be
shared freelywithout explicit consent but should not be sold.
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This is different from AI algorithms or systems developed
from those datasets, which are the intellectual property of
the developers and could be sold for profit.

For this premise to work, guidelines would need to be
developed andwidely accepted by all individuals and entities
with access to patient health data, including methods for
ensuring accountability, which are further outlined in a
publication by Larson et al.8 For example, protection of
patients’ privacy in how their information is used and
distributed is vital for social acceptance of AI.12,13 With
ever-increasing cyberattacks, and even the ability to re-
associate de-identified data with their human sources,
data protection for AI systems is challenging and constantly
evolving.10,13,14 Rather than being reactive to these risks, IRs
developing or implementing AI algorithms should proactive-
ly ensure policies and safeguards are in place and routinely
reassess them.15,16 IRs can also be advocates for such pro-
tections through interactions with industries and organiza-
tions as well as mentorship of trainees.

Complications and Culpability

Another set of questions raised by integrating AI systems into
clinical practice revolves around the management of adverse
events. Who or what is at fault when using AI results in
patient harm? What are patients and families owed when
these adverse events occur? In many respects, it seems
reasonable to approach adverse events caused by using AI
the same as any other clinical tool/device. When an adverse
event occurs, clinicians and institutions/practices should
havemechanisms (e.g., morbidity andmortality conferences,
quality review teams) to evaluate these events to determine
their root cause and potential means of preventing similar
events in the future. Patients and families should also be
provided similar answers. When a complication occurs,
people tend to seek clarity regarding why it happened.17,18

Transparency and providing explanation not only allow
patients to seek timely care to correct any issues but also
rebuilds trust and a vital sense of support.19 Likewise, lack of
communication and transparencywhen complications occur
is a common driver of litigation.20

From a legal perspective, litigation regarding clinical use
of an AI system should mirror medical device suits where
courts differentiate whether the clinician utilizing the tech-
nology or the technology developers are at fault. For exam-
ple, recent Cook and Bard IVC filter multidistrict litigation
has focused on potential deficiencies in the device
manufacturing, which would make the device companies
more at fault than the clinicians who used them.21 This is
distinct from a clinician who uses an IVC filter in a manner
that deviates from practice standards leading to harm, who
would then be liable rather than the device manufacturer.
However, the potential additional complexities with AI
systems are their inscrutable “black box” nature, which
makes identification of exact sources of their errors more
challenging, and the extensive list of actors within the
complex AI–health network, which complicates the alloca-
tion of responsibility and accountability.22,23

Another related potential issue with the integration of AI
systems is that they may further decrease clinician–patient
interactions in exchange for increased efficiency. Establishing
trust and rapport with patients prior to a procedure can be
invaluable, particularly when complications occur. There may
be pressure to utilize AI systems to automate and streamline
taskssuchasconsentconversationsorpostoperativequestions
or check-ins. IRs should be wary of these uses of AI systems,
since this technology lacks the necessary emotional and social
intelligence (at least at this time) to account for patients’
values, and it is the clinician’s inherent abilities to elucidate
and integrate them that ultimately separates algorithmic
prediction from meaningful intervention.22–25

Perpetuating Bias and Inequity

A final set of questions that have been raised about the
integration of AI systems into clinical workflows is the poten-
tial to perpetuate bias that exists within current healthcare
data andworsen inequalities.26 AImodels are only as compre-
hensive as the data they are built with, and existing datasets in
IR are oftennot representative of underrepresentedminorities
and lowsocioeconomic statuspatients.27As such,modelsbuilt
upon such data will tend to provide recommendations in line
with those biases.5 For example, if socioeconomically disad-
vantaged patients tend to doworse when receiving treatment
compared with the overall population, AI algorithms may
recommend against treating them.9 Integrating AI systems
inclinicalworkflowsalso requires the initial capital to invest in
such a system and local expertise to use it. Like other techno-
logical advances, this is likely to occur more readily in urban
and affluent communities thatmay further widen inequalities
in the care people receive.

Addressing bias in AI is challenging because multiple
sources of bias can be introduced at any stage along the AI
development pipeline.26 There can be bias based on the data
used to develop the models, the way data are handled, and
the selection of performance evaluation metrics.26 To miti-
gate this, IRs involved in future studies can work to ensure
that emerging data are more reflective of multiple patient
populations and differentiate outcomes as feasible. IRs in-
volved in the development of AI systems can also advocate for
thoughtful utilization of such data and systems to avoid
introducing additional bias and ensure wider access to
such systems. For example, it may be necessary to over-
sample data from underrepresented populations in develop-
ing AI algorithms to compensate for the underrepresentation
of such populations in available data.

Conclusion

Application of AI in IR carries vast potential for enhancing
healthcare but also raises questions regarding the distribution
and sales of healthcare datasets to build AI systems, how to
manage adverse events that occur with the use of AI, and how
to avoid these systems exacerbating biases and inequitable
care. These questions and the ways to ideally navigate them
will continue evolving as AI systems are integrated. IRs

Seminars in Interventional Radiology Vol. 40 No. 3/2023 © 2023. Thieme. All rights reserved.

Ethical Considerations for AI in Interventional Radiology Rockwell et al.324

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.



involved in developing and using AI systems can be proactive
in considering these potential issues and working to establish
policies and safeguards to ensure these systems elevate the
care we provide rather than undermining it.
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