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ABSTRACT Molecular dynamics simulations have strongly matured as a method to study biomolecular processes. Their val-
idity, however, is determined by the accuracy of the underlying force fields that describe the forces between all atoms. In this
article, we review the development of nucleic acids force fields. We describe the early attempts in the 1990s and emphasize
their strong influence on recent force fields. State-of-the-art force fields still use the same Lennard-Jones parameters derived
25 years ago in spite of the fact that these parameters were in general not fitted for nucleic acids. In addition, electrostatic pa-
rameters also are deprecated, which may explain some of the current force field deficiencies. We compare different force fields
for various systems and discuss new tests of the recently developed Tumuc1 force field. The OL-force fields and Tumuc1 are
arguably the best force fields to describe the DNA double helix. However, no force field is flawless. In particular, the description
of sugar-puckering remains a problem for nucleic acids force fields. Future refinements are required, so we review methods for
force field refinement and give an outlook to the future of force fields.
SIGNIFICANCE Molecular dynamics simulations employ force fields as a basis to compute the forces between all atoms
in a system. Thus, the reliability of simulations is limited by the force field accuracy. In this article, we summarize the history
of force field development for nucleic acids and discuss the performance of recent force fields and methods to refine them.
DNA and RNA are the two most abundant types of nucleic
acids in living systems. It is consensus that their biological
function is largely determined by conformational flexi-
bility during folding processes, genome packing, or the
specific recognition by proteins (1–3). Although the spatial
and time resolution of experiments to study these phenom-
ena is often limited, molecular dynamics (MD) simulations
provide atomistic resolution and have matured over the
past decades as an increasingly valued computational
microscope (4,5). This is also impressively mirrored in
its growing role for the development of nano-systems,
such as a synthetic enzyme to flip lipids in biological
membranes or nanopores (6,7). The increase of MD simu-
lations’ popularity is leveraged by methodological im-
provements and the advances in hardware, which allow
us to perform MD simulations routinely on the micro-
Submitted August 31, 2022, and accepted for publication December 15,

2022.

*Correspondence: kliebl@uchicago.edu

Editor: Meyer Jackson.

https://doi.org/10.1016/j.bpj.2022.12.022

� 2022 Biophysical Society.
second timescale. Still, simulations are an approximation
to reality, and the reliability stands and falls with the accu-
racy of force fields.

During MD simulations, the forces between atoms are
derived from classical force fields that are expressed as a
functional form. For nucleic acids, the path to modern force
fields has notably been pioneered by the groups of Karplus
(8) and Weiner and Kollman (9,10). State-of-the-art force
fields still rely on the functional form already used by
them 40 years ago:
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These early force field developments are also the basis for
the most frequently employed force fields nowadays for
simulations of nucleic acids that belong to the AMBER
(Assisted Model Building with Energy Refinement) (11)
or CHARMM (Chemistry at Harvard Macromolecular
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Mechanics) (12) force field families. In the following, we
first focus on the AMBER-type nucleic acid force fields.
The comprehensive parameterization of the force field func-
tional form by Cornell et al. in 1995 is a milestone in force
field development (11). Almost 30 years later, the most
prominent, recent DNA and RNA force fields are basically
minor modifications and improvements to this work. For
the Cornell et al. design, equilibrium parameters r0 and q0
have been determined from x-ray structures. The force con-
stants kr and kq were derived from interpolation of observed
distances and vibrational analysis. Note that a least-squares
optimization scheme to interpolate force field parameters
against experimental data (specifically excess enthalpies,
equilibrium conformations, and vibrational frequencies)
has already been elaborated by Warshel and Lifson in
1968 (13). Given the lower computational capacities back
then, their iterative optimization is based on expressing dif-
ferences between computed and experimentally determined
observables as a Taylor series of force field parameters. In
the Cornell-set, constants describing the dihedral angles (di-
hedrals) were mostly parameterized empirically by account-
ing for the population of specific substates and interpolating
between the multiplicities of chemical bondings. However,
dihedrals around phosphorus-ester bonds, which build the
backbone of DNA and RNA, were adjusted with quantum
mechanical calculations (MP2/6-31G*) for three different
substates. Van der Waals (vdW) parameters were introduced
as a universal set: all sp3-hybridized carbon atoms share the
same atom-type and hence vdW parameters, and the same
rule applies for all sp2-hybridized carbon atoms. Hence,
all carbon atoms of A, C, G, and U bases are assigned
exactly the same vdW parameters (only thymine includes
an sp3-hybridized atom due to its methyl group). Originally,
vdW parameters for these carbon atoms as well as for
aliphatic and aromatic hydrogens were fitted to reproduce
densities and enthalpies of vaporization for alkanes and ben-
zenes. Parameters for oxygens, nitrogens, and the phos-
phorus atom stem from earlier studies in which the
parameters were assigned to reproduce liquid properties
and fit lattice energies and crystal structures (10,14–16).
Note that this set of vdW parameters is still used by the
present DNA and RNA force fields of AMBER (bsc-series,
ol-series, Tumuc1, see below), but it has never been param-
eterized toward base stacking.

The partial charges on atoms were derived from Hartree-
Fock calculations (6-31G*) on subsystems of the nucleo-
tides using the RESP method (17). Finally, the Cornell
et al. charge model includes a scaling factor for electrostatic
1–4 interactions (atoms separated by three bonds) of 1/1.2,
which was calibrated on liquids. VdW 1–4 interactions are
scaled by 0.5. This choice dates back to the works byWeiner
et al. (10) that introduced this scaling based on phenomeno-
logical reasoning and subsequently demonstrated improved
results for nucleosides and peptides. Altogether, this set pro-
posed by Cornell et al. represents the basis of all AMBER-
2842 Biophysical Journal 122, 2841–2851, July 25, 2023
type DNA and RNA force fields, which are the most widely
used nucleic acids force fields.

In 1998, the Kollman group improved sugar-puckering
and glycosidic dihedrals by adjusting dihedral parameters
based on quantum mechanical calculations (parm98) (18),
but revised the torsional profiles for the sugar rings only 1
year later (parm99) (19). However, it turned out that 50-ns
MD simulations using the parm99 force field result in severe
distortions of the DNA double helix due to unrealistic tran-
sitions in the a=g dihedral angles (20) (Fig. 1). Conse-
quently, the a and g dihedral parameters were revised by
Perez et al. based on quantum mechanical scans (using
LMP2/6-31G(d) and B3LYP/6-31þG(d) level of theories)
resulting in the bsc0 force field (21). Nevertheless, the
bsc0 force field still shows structural inaccuracies (e.g.,
slightly deformed Z-DNA structures, intrinsic slight under-
twisting of B-DNA, and too low population of the BII state
in B-DNA) (22–24). The BI/BII states in B-DNA corre-
spond to a common coupled transition of the backbone dihe-
dral angles e and z (illustrated in Fig. 1). Efforts to further
improve the bsc0 force field lead to a branch of two different
albeit qualitatively similar attempts. Firstly, the Sponer
group developed the ol-series of force fields (22,25,26),
from which the ol15 force field became one of the main
choices as a DNA force field. Recently, this group has again
refined the a and g dihedral parameters (ol21 force field),
which results in a higher accuracy for the Z-DNA descrip-
tion, and present results indicate that the accuracy for
B-DNA is not downgraded by these modifications. Further
testing, however, seems required (27). Secondly, the Orozco
group developed the bsc1 force field based on the earlier
bsc0 (28). The parameterization strategy is similar to the
ol-series, and several dihedral angles have been revised
based on QM (MP2) calculations. It is notable that both
ol15/21 and bsc1 force field modifications lead to substan-
tial improvements over bsc0. These newer force fields cor-
rect the systematic undertwisting of the DNA double helix
present in bsc0 and also in a new force field from the
Shaw group (see below), for example (23,29,30). Under-
twisting of the double helix is particularly problematic for
longer DNA double helices that are topologically closed
(e.g., minicircles), as it leads to an underestimation of
DNA’s total winding number and hence affects the super-
coiling density. Besides, pulsed electron-electron double
resonance experiments have demonstrated that newer force
fields (bsc1, ol15) describe global elasticities clearly better
than older ones (bsc0 and parm94) (31), and a recent study
by Minhas and co-workers indicates that bsc1 captures
global elasticities slightly better than ol15 (32). On the
downside, bsc1 does not include any refinement of the
b-dihedral angle parameters and is hence less accurate for
Z-DNA. In addition, the bsc1 force field also allows popula-
tion of a b ¼ 70� state in B-DNA that can cause local and
likely artificial distortions in the DNA double helix
(27,33,34). However, both, bsc1 and ol15, still include the



FIGURE 1 Structural motifs in double-stranded DNA: (A) BI conformation for a basepair step. (B) BII conformation, which mostly represents a high-twist

state. Note that both conformations are in the canonical a=g state, whereas (C) shows a a=g-flip that my cause strong structural distortions in the DNA. To see

this figure in color, go online.

Reviewing nucleic acids force fields
nonbonded parameter set from Cornell et al. (11), and a
modification of nonbonded parameters would also demand
a revision of dihedral angle parameters.

Recent studies indicate that the nonbonded Cornell pa-
rameters are far from optimal for nucleic acids. Basepairing
is under- and base stacking significantly overstabilized
(35–41), and binding by proteins and DNA-DNA interac-
tions are too attractive, leading to unrealistic aggregation
during MD simulations (42,43).

The Aksimentiev group addressed this issue by calibrat-
ing the Lennard-Jones parameters to reproduce osmotic
pressure measured experimentally. Their new parameter
set (CUFIX) provides an improved description of DNA
condensation (38). Note that the diffusion constant for
sliding of the PCNA protein along DNA is underestimated
by bsc0 and bsc1 force fields by two orders of magnitudes.
Strictly speaking, nothing happens in these microsecond-
long MD simulations, and the same is expected for ol-force
fields. CHARMM force fields underestimate it by one order
of magnitude, whereas the CUFIX set reproduces experi-
mental values within the error range (44). This is an impres-
sive improvement one needs to bear in mind when carrying
out protein-DNA simulations, despite the fact that only mi-
nor differences to bsc1 simulations on amino-acid induced
DNA duplex stabilization have been reported recently
(45). Furthermore, it has not yet solved the problem of over-
stabilization of base stacking. Although the CUFIX set is
not a final solution, the results demonstrate that the rescaling
method successfully tackles some major force field defi-
ciencies. We argue that it will play an important role in
future force field developments.

Separate from that, the Shaw group has rescaled Lennard-
Jones and a few dihedral parameters for RNA to match
quantum mechanical stacking and hydrogen-bonding land-
scapes (DESRES-set) (46). Simulations on RNA-duplexes,
single-strands, and tetraloops overall show a realistic dy-
namics on the � 100 ms timescale, which is about two or-
ders of magnitudes longer than the tests of most other
force fields. Base stacking, however, is still overstabilized,
and melting temperatures are overestimated by 5–50 K de-
pending on the sequence. Even more problematic are simu-
lation results reported by K€uhrova et al., which reveal severe
degradation of the ribosomal L1-stalk segment (40). Very
recently, the Shaw group has transferred the parameters
and reoptimized them for simulations of DNA (DES-
Amber 3.0) (29). The revision includes nonbonded (rescaled
Lennard-Jones parameters) and dihedral angle parame-
ter adjustments as well. The authors have tested DES-
Amber 3.0 on several different systems on timescales of
� 100 ms. Intriguingly, the authors found slight destabiliza-
tion in the nearest-neighbor stacking parameters and even
detected local strand dissociation in a 50-ms unrestrained
MD simulation for one sequence. Over the broad range of
systems, the performance of DES-Amber 3.0 is very decent.
In addition, also parameters of the DESRES-RNA force
field have been adjusted. The authors demonstrate that the
revised RNA force field corrects the deficiencies reported
for the ribosomal L1-stalk system. However, specifically
for B-DNA, the early results are not fully convincing, as
the DNA during simulations is intrinsically undertwisted
(� 33� average twist) and underpopulates the BII substates.
The balance between BI/BII states (see Fig. 1 for compari-
son) at each nucleotide plays an important role in DNA’s
conformational flexibility and also binding by proteins
(41,47–52). For this reason, other groups have put a strong
focus to achieve an accurate BI-BII balance. Bsc1, ol15/
21, and Tumuc1 hence indicate realistic BI/BII populations
compatible with experimental results. Nevertheless, the
development of DES-Amber 3.0 represents an impressive
amount of work, and the force field may be close to a
good parameter set. The BI/BII misbalance may be cor-
rected by a future refinement of the e; z or b dihedral
angle parameters. This will most likely automatically fix
the issue of undertwisting, as BII states represent high-twist
states.

Such modifications can possibly be tackled with new ma-
chine learning (ML)-based concepts to improve force fields.
The Bussi group has proposed ML methods to refine
dihedral angles to better match experimental observables
(53–55). Training of dihedral parameters is achieved via a
correction potential in the typical Fourier series for
dihedrals:

Vcorr ¼ kBT
X

t˛ dihedrals

XNt

i ¼ 1

X3

n ¼ 1

ðl1tn cosðn4tiÞþl2tn sin
�
n4ti

��
(2)

Nt is the number of nucleotides involved in the weights
l1tn and l2tn. The weights are trained by minimizing an error
Biophysical Journal 122, 2841–2851, July 25, 2023 2843



Liebl and Zacharias
function depending on the observables including a regular-
izer to avoid overfitting:

~Eð<O1 > ðlÞ;.; < OM > ðlÞÞ þ ajlj2 (3)

Intriguingly, optimization of the dihedral angle parameters
on top of the ol3 force field forRNAwasnot sufficient to accu-
rately capture the native state for RNA tetraloops (53). This
finding calls for a revision of nonbonded parameters. The
Sponer group has proposed to empirically adjust hydrogen
bonding to decrease sugar-phosphate and base-phosphate in-
teractions, and to strengthen basepairing, as well as modifica-
tions targeting terminal nucleotides (40,56). MD simulations
including these corrections show clear improvement for small
RNAmotifs, though the agreement with NMR data is still not
optimal. Note that such empirical modifications can also be
achieved employing aML routine related to the one described
above (57). Inclusion of empirical hydrogen bonding terms
can also be seen as a renaissance of the very early AMBER
force fields (10,15), which included an explicit hydrogen
bonding term in addition to the terms in Eq. 1, but were
then omitted by Cornell et al. (11).

Chemistry at Harvard Macromolecular Mechanics
(CHARMM) represents another prominent simulation suite
initiated by the Karplus group and comes along with its
own force fields (8,58). A force field for nucleic acids
(CHARMM22) was released at the same time as the
AMBERforcefield byCornell et al. (12). It has the same func-
tional form (Eq. 1) with the addition of anUrey-Bradley term,
which represents harmonic springs between 1,3 atoms in a
valence angle. In CHARMM22, bonded parameters were
parameterized on both, experimental (crystal structures,
spectroscopic data) and quantum mechanical information.
Nonbonded parameters were derived to reproduce quantum
mechanical (HF/6-31G*) interaction energies and geometric
arrangements of water molecules around model compounds,
and to match experimentally measured gas-phase properties
for basepairing (also dipole moments determined by experi-
ments and quantum mechanical calculations). The efforts
were continued by the MacKerell group with the release of
CHARMM27 in which the CHARMM22 parameters were
further refined in an iterative procedure to fit experimental
and quantum mechanical data (59,60). The main goal for
CHARMM27was a better description of the sugar-puckering
(C30-endo:A-form, C20-endo:B-form), and based on simula-
tions of DNA duplexes under various conditions of water ac-
tivity, a good B to A equilibrium was reported (60,61).
However, at the time of force field development themaximum
simulation times were only a few nanoseconds. Simulations
with CHARMM27 indicate a too low population of BII states
(determined by the distribution of e and z dihedral angles), but
also sugar-puckering required revision in CHARMM36 (62).
Although CHARMM36 describes the BI/BII balance
better than its predecessor, local distortions in the DNA
duplex and undertwisting were reported for CHARMM36
2844 Biophysical Journal 122, 2841–2851, July 25, 2023
(23,28,30). CHARMM27 also reproduces global elasticities
better thanCHARMM36and even as theAMBER force fields
(32), but its BI/BIImisbalance remains a serious drawback. In
general, CHARMM force fields have not been refined and
tested as much as AMBER force fields for nucleic acids
over the last years. Nevertheless, the latter are not flawless,
especially since they left the nonbonded Cornell parameters
unrevised. In particular, the electrostatic description has
been questioned in recent studies (43,44,63,64). This is not
surprising, as the partial charges were derived from Hartree-
Fock calculations on small fragments and a low grid resolu-
tion for fitting.

Although this was a high-level approach back in the
1990s, today’s computational resources equip us with
much more powerful approaches. For this reason, we have
parameterized an entirely new DNA force field (Tumuc1)
in a bottom-up approach based on quantum mechanical cal-
culations and the functional form by Cornell et al. (Eq. 1)
(33). This also includes bond and angle parameters, which
we derived from vibrational frequency calculations. Result-
ing Cartesian Hessian Matrices were then mapped into inter-
nal coordinates with the modified Seminario method (65).
We fitted the partial charges to reproduce the quantum me-
chanical (RI-MP2/def2-TZVP) (66,67) electrostatic poten-
tial of model systems larger than a nucleotide (68). Note
that the fitting procedure also includes constraints to enforce
a unit charge for a nucleotide and restraints to assign the
same charges for equivalent atoms. The electrostatic
description differs significantly from other force fields.
For in-vacuo basepairing, Tumuc1 is also considerably
closer to the quantum mechanical reference data than the
Cornell-set, which understabilizes hydrogen bonding in
agreement with other reports (36,38–40). In such a bot-
tom-up approach, parameterization of the dihedral angle pa-
rameters is the most crucial and tedious part. In particular,
for nucleic acids the parameterization of dihedral angle
terms is difficult due to the relatively long sugar-phosphate
backbone. A robust description for DNA’s backbone dihe-
dral angles is essential to avoid an immediate collapse
of the B-DNA structure, whereas the sensitivity is much
smaller for nonbonded parameters. Yet, also a certain flexi-
bility of the backbone is required to accurately describe the
BI-BII balance and other topologies such as Z-DNA. As
concluded from blunt-end stacking simulations and crystal
structures, B-DNA’s right-handed helical structure is not
determined by basepair stacking, but by its backbone (69).
This conception is supported by comparison of QM land-
scapes for the backbone dihedrals and distributions obtained
from a survey of crystal structures as carried out by
MacKerell (70). The strong compatibility between QM en-
ergy minima and maxima of the crystallographic distribu-
tions reveals a significant mechanical stabilization of
DNA’s double helical structure by the phosphate backbone.
Intriguingly, this effect also implies a reduction of the
entropic cost for double-strand formation, as single-stranded
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DNA is intrinsically stabilized toward the correct structural
arrangement. This highlights the significance of an accurate
description of DNA’s backbone dihedrals. In the following,
we share a few of our experiences in fitting the dihedral
angle parameters. The dihedrals are fitted on quantum me-
chanical dihedral angle scans of model systems. To this pur-
pose, the model system also needs to be parameterized, and
the Fourier series like dihedral potentials Vti are initially set
to zero and fitted to minimize the difference between molec-
ular mechanical and quantum mechanical energies:XtN

ti ˛ dihedrals

X
j˛ datati

("
EQMðjÞ � EMMðj;Vt1 ¼ 0; ::;

VtN ¼ 0Þ �
X
ti

VtiðjÞ
#
$wðjÞ

)2

(4)

In this scheme, we fit the dihedral parameters for one
model system simultaneously; i.e., a dihedral tk is also
trained on the scans for dihedral ti. We designed the weight
functions w(j) flexibly, and overestimation of molecular me-
chanical energies in unfavorable regions is penalized by low
weights and underestimation by high weights. Moreover,
higher weights are used for low-energy regions to achieve
better fitting quality in the thermodynamically more rele-
vant subspaces. We have not used an analytic scheme to
determine the w(j), as the accuracy of the functional form
for the force field (Eq. 1) is noisy. For dihedral fitting, the
harmonic approximation of angles and the absence of dihe-
dral angle coupling and other terms in the functional force
field form is a problem. We have observed that angles can
change substantially (up to � 30�) when changing the dihe-
dral to high-energy regions. In such cases, the force field
overestimates the energies, and simple dihedral fitting
would result in very stabilizing dihedral potentials in these
areas. During simulations on DNA, however, these areas
may not be sterically as unfavorable as in the model system,
and the dihedral potential can falsely drive the DNA into
these states. In order to suppress such scenarios and to better
isolate the contribution by the dihedral, we applied several
restraints in our scans acting on dihedral and bond angles.

As a rule of thumb, molecular mechanics force fields
overshoot in high-energy areas, for which it should not be
compensated for in fitting. In general, force fields are typi-
cally fitted with respect to stable substates, i.e., local minima
in the energy landscapes, but less to transition regions. Thus,
it is questionable how sensible MD-based kinetic studies
are, as rates depend on barrier heights to transition states.
Given the difficulties in dihedral fitting, it may in the future
be worth to try not to fit on the potential energies but on
Hellmann-Feynman forces instead: (71)

Fi
x ¼ � < j

����vbHvxi
����j > ¼ �

Z
j�j

vU

vxi
dV; (5)
where x denotes the spatial component of the nucleus
labeled i, and completeness of the basis set is assumed.
Finally, there emerge two contributions to the force on a nu-
cleus, one due to the electronic density and one due to the
electric fields by all other nuclei. Whether Hellmann-
Feynman forces represent an attractive route to parameterize
force field terms remains to be tested, but potential advan-
tages may be that one can extract forces more directly
from QM calculations in contrast to fitting a scanned poten-
tial energy surface that includes orthogonal structural
changes. This could help not only for dihedral parameteriza-
tion but also for the refinement of hydrogen-bonds, which
suffer from misbalances in the current AMBER force fields
(40). Using electron density as a basis for MD simulations
has already been successfully utilized byMD flexible fitting.
In this method, two extra terms are added to the conven-
tional force field: one to restrain secondary-structure motifs,
and one representing a weighted Coulomb-potential derived
from cryo-EM data. This allows not only to perform MD
simulations capturing cryo-EM indicated dynamics better,
but also for structure determination where impressive results
have been achieved for resolving ribosomal complexes
(72,73).

As outlined above, fitting of dihedral parameters to
reproduce potential quantum mechanical energy landscapes
has an empirical flavor. Indeed, a pure quantum mechanical
approach may not be optimal. The electronic structure cal-
culations as well as classical MD simulations do not
include nuclear quantum effects such as proton tunneling
(74,75). In a theoretical study, Fang et al. have shown
that nuclear quantum effects stabilize AT/GC basepairing
by 0.55/0.39 kcal/mol at room temperature, and hence
are not negligible (76). Further path integral MD simula-
tions are of interest to better understand the significance
of nuclear quantum effects in nucleic acids dynamics.
Otherwise, neglecting these effects speaks in favor of
empirical approaches (77). For the fitting of sugar-puck-
ering in Tumuc1, we had to allow overstabilization of the
C30-endo state, and a similar empirical choice was also
made for AMOEBA (described below) (78). Overall, Tu-
muc1 improves the B-DNA backbone description and
achieves accurate BI/BII balancing and a=g stability. For
Z-DNA, the ol15 force field yields a better dihedral- and
mean-structural description, but sugar-puckering and helic-
ity are better reproduced by Tumuc1, and bsc1 falls behind.
G-quadruplex structures have remained stable, and potas-
sium ions remained inside the layers during 2-ms MD simu-
lation with Tumuc1. Furthermore, correct hairpin folding
has also been achieved, and good compatibility with the
ff14SB protein force field has been demonstrated for four
DNA-protein complexes. Note that Tumuc1 uses the
Lennard-Jones parameters by Cornell et al. We seek to
extensively test Tumuc1 and track the reports by the scien-
tific community to subsequently refine Lennard-Jones
parameters.
Biophysical Journal 122, 2841–2851, July 25, 2023 2845



FIGURE 2 Temperature-twist relation for double-stranded DNA ob-

tained with Tumuc1. The mean twist values over the central two turns as

a function of temperature are plotted in black. The linear interpolation is

shown in red. To see this figure in color, go online.

Liebl and Zacharias
An interesting effect and test for force fields is the
temperature dependence of DNA’s helical twist. Upon tem-
perature increase, the winding of DNA decreases. Experi-
mentally a twist-temperature dependence of DTwðTÞ ¼
ð� 11:551:0Þ�

�C$kbp was found (79). This relation was obtained in

quantitative agreement by ol15, but underestimated by
bsc0 (79,80). Quantitative reproduction of such thermody-
namic effects is an impressive force field performance,
and it shows that newer force fields can provide substantial
contribution to the biophysics field and may yield further
trust in MD simulations in general. We have performed 1-
ms-long MD simulations on the 33-bp-long DNA sequence
used in Kriegel et al. (79) at five different temperatures
from 280 to 320 K in 10-K steps with Tumuc1. From the re-
corded mean twist over the central two DNA turns, we have
inferred the twist-temperature dependence via linear regres-

sion (Fig. 2), and we obtained DTwðTÞ ¼ ð� 11:150:8Þ�
�Ckbp in

excellent agreement with experiments.

As another test for Tumuc1, we have performed a 2- ms
long MD simulation of the Dickerson-Drew-Dodecamer
sequence starting from A-form structure exposed to
ethanol/water ð85% =15%Þ. Under these solvent conditions,
the A-form structure should be stable. However, neither ol15
nor bsc1 accomplish that, as both force fields overstabilize
the C20-endo (B-form) state (81). In the simulation with Tu-
muc1, the population of C30-endo states drops rapidly but is
not fully destabilized and occurs in a mixed phase with
C20-endo states. In addition, three terminal basepairs melt
at around � 0:75 ms (as indicated by increase in the rmsd,
right panel Fig. 3, black curve) and after � 1:8 ms melting
of two central basepairs also occurs. It may indicate a force
field inaccuracy, although it has been observed that
increased ethanol concentrations decrease the melting tem-
perature of DNA (82). In spite of the fact that the trajectory
remains closer to an A-DNA reference structure compared
with B-DNA, the results point to a slight overstabilization
of the C20-endo state by Tumuc1, hence requiring further
testing and improvements. Note, sequence-dependent
sugar-puckering in Z-DNA and protein-DNA complexes
have been captured well by Tumuc1 (33).

As outlined above, accurate description of sugar-puck-
ering has been a force field issue discussed already in the
1990s. 25 years later, no convincing progress has been
made in this respect. Regarding solvation, the choice of wa-
ter and ion models for simulation is often debated. Note that
we have not parameterized an implicit water model for Tu-
muc1, as nucleic acids are generally simulated with explicit
solvent. Similar to the ol15 and bsc1 force fields, Tumuc1 is
fairly independent from the water model. Using the
OPC-water model may yield slightly more accurate struc-
tural fluctuations compared with TIP3P, but the differences
are marginal for simulations of the Dickerson-Drew-
Dodecamer (23,33). Besides, an increase in salt concentra-
tion increases the helical twist of B-DNA. This behavior
2846 Biophysical Journal 122, 2841–2851, July 25, 2023
is in good agreement with experimental data in all atom sim-
ulations with bsc1 and ol15 (83,84). Thus, both, entropy
(due to temperature dependence) and chemical potential
(due to salt-concentration dependence) must be a function
of helical twist. Zhang et al. have given a convincing expla-
nation for these thermodynamic effects (84): twisting DNA
is negatively correlated to its diameter, and conformational
entropy is a function of diameter (higher flexibility for a
larger diameter). As a consequence, increase in temperature
must increase DNA’s diameter and hence decrease its twist.
In addition, the authors have shown that salt concentration
affects DNA’s diameter via phosphate-phosphate repulsion.
Higher salt concentration screens the phosphate repulsion
allowing the diameter to shrink, which causes an increase
in twist. Nevertheless, the salt dependence is very small
(0:3� changes in twist per bp from 50 to 1000 mM) (83),
and recorded ensembles for different solvent conditions
are highly similar (33). We therefore argue that there is no
need to be a perfectionist on solvent models, as the accuracy
is mainly determined by the nucleic acid force field.

On the other side, classical, additive force fields (based on
Eq. 1) must be seen critically in combination with divalent
ions. Cassone et al. studied the binding of cations to cyclic
nucleotides with ab initio MD, and they demonstrated that
an entire unit charge is transferred away from a magnesium
ion upon binding (85). Thus, it is unlikely that classical,
additive force fields can be tuned to describe divalent ions
at sufficient accuracy. Rather a model including polarization
is required, and better balancing of interactions between
Mg2þ ions and solvent molecules and nucleic acid
moieties as well has already been demonstrated by Lemkul
and co-workers (86). The importance of polarization effects
has also been shown for ion channels. More reliable



FIGURE 3 2-ms MD simulation of the Dickerson-

Drew Dodecamer with Tumuc1 starting from

A-form. Sugar-puckering sampled during the simu-

lation is shown in the left panel. Black dots represent

C30-endo population along the first 10 ns and high-

light a strong decrease of these states at the begin-

ning of the simulation. RMSD curves (right panel)

reveal instabilities for terminal basepairs (black

curve) and central basepairs in reference to A- and

B-DNA structures (red and blue curve). To see this

figure in color, go online.
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conformational behavior is achieved for voltage-gated so-
dium channels, and better agreement with experimental
data has been reported for the transport of a Liþ ion through
a gramicidin A channel when polarization is included
(87,88). In a recent study on F � permeation through fluo-
ride channels, strongly improved results have been obtained
when using a polarizable instead of an additive force field,
and the necessity of polarizable models for such processes
was concluded (89).

However, for nucleic acids, classical, additive, force
fields are still most widely used and therefore represent
the state of the art. In 2014, the group by MacKerell released
a polarizable DNA force field (90), which was found to be
unstable on the timescale of hundreds of nanoseconds (30)
and hence revised in a later version (91,92). In this model,
polarization is included via Drude particles, which are vir-
tual particles connected to nonhydrogen atoms. The charge
of the Drude particle bound to atom i is assigned to repro-
duce the polarizability:

ai ¼ q2D;i
kD

(6)

qD;i is always negative to mimic electronic degrees of
freedom, and k is the spring constant between atom and
D

Drude particle and usually set to 1000 kcal=mol=�A
2
. This

choice is not mandatory but simplifies the fitting process.
In addition, interactions of neighboring induced dipoles
are also accounted for including a screening function.
B-DNA simulations with the recent Drude force field are
stable on the low microsecond timescale, but also show
space for improvement. For example, sugar-puckering
description is imperfect (like in other nonpolarizable force
fields), the BII population is too low, and the opening angle
between basepairs is shifted to negative values. A conse-
quence of this is that the minor groove is too large and the
major groove is too narrow (92). AMOEBA (Atomic Multi-
pole Optimized Energetics for Biomolecular Simulation) is
another prominent, polarizable force field (78,93). In
contrast to the Drude model, it does not use virtual particles,
but its functional form includes a permanent multipole (sin-
gle-point, dipole, and quadrupole moments) and an induc-
ible dipole term capturing polarization. An electric field E
induces a dipole at point p according to

mp ¼ ap$

"
Ep �

X
qsp

Tpqmq

#
: (7)
Tpq is the dipole field tensor, and ap is the atomic polariz-
ability tensor. Atomic polarizabilities are fitted to reproduce

molecular polarizabilities (94). An induction of dipoles
alters the electric field, so Eq. 7 is solved in a consistent,
iterative way, and very short-range polarization interactions
are damped to avoid polarization catastrophe (93). Although
the AMOEBA force fields for DNA and RNA show decent
accuracy, they do not so far outperform the current state of
the art additive AMBER force fields. Under standard condi-
tions, the DNA double helix remains stable during
100-ns-long MD simulations with AMOEBA, though the re-
corded dihedral distributions for e and z show noticeable
underpopulation of the BII state (78). In addition, the au-
thors have also performed MD simulations on DNA du-
plexes in water/ethanol mixtures starting from both A- and
B-form structures at 298 and 328 K, respectively. No topo-
logical interconversion occurs at 298 K, and RMSD time
traces rather indicate instabilities of both topologies after
� 500 ns. At 328 K, B- to A-form transitions have been
observed before melting of the DNA duplexes, which is in
agreement with experiments (82). Furthermore, a force field
study on G-quadruplex structures has reported deficiencies
in AMOEBA. Intriguingly, this study shows best though
not flawless performance for the Drude force field
(compared with bsc0, bsc1, OL15, and AMOEBA) (95).

Altogether, although polarizable force fields have not yet
outperformed additive force fields, current development of
the Drude and AMOEBA force fields need to be acknowl-
edged as pioneering works offering significant potential
Biophysical Journal 122, 2841–2851, July 25, 2023 2847
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for future improvement. Outperforming the additive force
fields by introducing new terms in the potential energy func-
tion is not straightforward, and we assume the problems to
be primarily of a technical nature, as large improvements
in stacking interactions, for instance, are balanced out by
only slight inaccuracies in the dihedrals. Furthermore, one
needs to take into account that most force field tests are con-
ducted as single-molecule studies to address structure and
flexibility of biomolecules. Under such conditions, it is
fair to assume that polarization effects have a lesser impact
than for association or dissociation of molecules, for
example. As discussed above, tests on DNA force fields to-
ward binding affinities have indeed brought to light major
deficiencies. The limitations of additive, nonpolarizable
force fields concerning binding affinities have been pointed
out by Piana et al. for proteins (96): Binding affinities for
proteins deviate substantially from experimental results,
even upon refinement of nonbonded interactions. Although
nonpolarizable force fields are state of the art for most bio-
molecules, their accuracy needs hence to be scrutinized
more closely for multimolecule systems, and likely, better
results can be obtained upon inclusion of polarization
effects.

In the future, such effects may not necessarily be
included by explicit polarization terms (as in the Drude
model or AMOEBA), but indirectly through many body
terms, which may be achieved via AI (artificial intelli-
gence)-based force fields. Here, the power of AI is demon-
strated by the ANI neural network potential (97). ANI
expresses the total energy as a sum of atomic contributions,
and each atomic contribution is evaluated by a neural
network, in which modified Behler-Parinello symmetry
functions are used as features (98). These functions repre-
sent the chemical environment, and by using the same neu-
ral network potential for identical atom types, ANI
becomes transferable. ANI has been trained on DFT data,
and the tests on molecules consisting of up to 53 atoms
reveal high predictive power. A detailed comparison of
neural network methods for biomolecular simulation is
out of scope for this article, but we emphasize that impres-
sive results have also been achieved by SchNet (99),
NequIP (100), and other methods (101,102). Besides neural
network approaches, Gaussian process regression (GPR)
has also turned out as a powerful method to predict molec-
ular properties (103,104). In GPR, predictions are made
based on the similarity between atomic environments that
are evaluated using a descriptor dependent kernel function.
Smooth overlap of atomic positions vectors (power spec-
trum of atomic densities) are a popular choice as descrip-
tors due to permutational and rotational invariance
(103,105). For simulations, GPR has, to the best of our
knowledge, been mostly used for materials. In general,
AI approaches face two difficulties in the simulation of
biomolecules: first, very short-range interactions may not
be captured accurately, as there is too little information
2848 Biophysical Journal 122, 2841–2851, July 25, 2023
in the training set. Second, long-range interactions surpass-
ing the descriptors scope are not captured.

Thus, a promising approach for future force field develop-
ment is the use of an additive force field (includes very
short-range and long-range interactions analytically) as a
baseline, complemented by an AI model that ‘‘knows’’
about the force field’s deficiencies (103). Intriguingly, this
idea has already been realized in coarse graining long ago,
where coarse-grained forces are fit to reproduce atomistic
forces subtracted by a Coulomb term for the coarse-grained
force field (106). Very recently, such a hybrid machine
learning/classical force field approach was published by
the Piquemal group (107). The authors have developed a
hybrid ANI/AMOEBA model and tested it with respect to
solvation free energies for several molecules in different sol-
vents. Their hybrid model is overall in very good agreement
with solvation free energies obtained from experiments. In
addition, this group also provides a platform (Deep-HP) to
use neural network potentials for MD simulations. JAX-
MD is another new molecular dynamics package that en-
ables the use of neural networks for molecular simulation
(108). These initiatives are probably necessary, as software
code of the traditional platforms might be too specialized
for a straightforward inclusion of AI-based biomolecular
potentials.

Challenges for an AI-derived nucleic acids force field are
the substantial amount of QM calculations that need to be
performed to generate a solid training set, in particular, in
consideration of the polymorphic dynamics of the nega-
tively charged phosphate backbone. In addition, nuclear
quantum effects might also have to be accounted for.
Furthermore, the computational efficiency will also be sub-
stantially drained compared with additive force fields.
Although AI will not come without cost, it will be neverthe-
less interesting to follow and participate in this new trend of
biomolecular simulation, and in the long-run, the ability to
use AI-descriptions in the simulation of biomolecules will
give a new twist to the development of force fields.

Summarizing the development of nucleic acid force
fields, we find the fundamental works in the 1980s and
1990s. Over the last 30 years, the approaches have mostly
been minimally invasive. This can be seen in the fact that
recent AMBER force fields for DNA (bsc1, ol15/21), which
are the most widely used ones up today, still employ the
same vdW and electrostatic parameters as parameterized
by Cornell et al. Efforts for force field improvement focused
mostly on modifying dihedral angles parameters. However,
recently new trends are evolving. Several new groups have
entered the field of force field development, and the method-
ological arsenal has significantly grown. The substantial in-
crease in computational efficiency allows us to gain more
information from quantum mechanical computations and
to test force fields on much longer timescales than in the
early days of force field development. Moreover, AI will
not hold back from force fields but in the long run is likely
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to overtake this domain, as its competitors (the classical, ad-
ditive force fields) are in general not 21st century ap-
proaches. However, the classical, additive force fields will
probably still be important as they can serve as baseline
models in hybrid potentials. In the future, simulations
studies on nucleic acids will be even more fascinating
than nowadays. MD simulations employing atomistic force
fields can serve as a basis to parameterize multiscale coarse-
grained models via force matching or relative entropy mini-
mization (106,109,110). Coarse-grained simulations studies
of DNA are of particular interest as they can capture long-
range allosteric effects. Global mechanical stress, for
instance, can localize at specific sites of the DNA double he-
lix, which is likely implicated in the repair of DNA damages
and binding by proteins (41,111–113). However, the accu-
racy of multiscale coarse-grained models also stands on
the shoulders of the accuracy of atomistic force fields. Cur-
rent state-of-the-art force fields overstabilize basepair stack-
ing and protein binding significantly. Thus, not much is
happening during MD simulations of double-stranded
DNA on the timescale of a few microseconds. Simulations
on longer timescales employing force fields with a better
description of nonbonded interactions will probably show
a higher degree of conformational transitions including
stronger local basepair breathing and lower barriers for
base flipping and facilitate us to extract more fascinating dy-
namics of nucleic acids.
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36. K€uhrová, P., R. B. Best,., P. Baná�s. 2016. Computer folding of RNA
tetraloops: identification of key force field deficiencies. J. Chem.
Theor. Comput. 12:4534–4548.

37. H€ase, F., and M. Zacharias. 2016. Free energy analysis and mecha-
nism of base pair stacking in nicked DNA. Nucleic Acids Res.
44:7100–7108.

38. Yoo, J., and A. Aksimentiev. 2018. New tricks for old dogs: improving
the accuracy of biomolecular force fields by pair-specific corrections
to non-bonded interactions. Phys. Chem. Chem. Phys. 20:8432–8449.

39. �Sponer, J., G. Bussi,., M. Otyepka. 2018. RNA structural dynamics
as captured by molecular simulations: a comprehensive overview.
Chem. Rev. 118:4177–4338.
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