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Wide-field Intensity Fluctuation Imaging2

Qingwei Fang, Alankrit Tomar, Andrew K. Dunn3

• The quasi intensity autocorrelation function can be measured at almost4

arbitrary time lags5

• Cameras of ordinary frame rates are sufficient for the measurement6

• Illumination within the camera exposure is modulated by an acoustic7

optical modulator using two short pulses8
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Abstract16

The temporal intensity fluctuations contain important information about the17

light source and light-medium interaction and are typically characterized by18

the intensity autocorrelation function, g2(τ). The measurement of g2(τ) is a19

central topic in many optical sensing applications, ranging from stellar inten-20

sity interferometer in astrophysics, to fluorescence correlation spectroscopy21

in biomedical sciences and blood flow measurement with dynamic light scat-22

tering. Currently, g2(τ) at a single point is readily accessible through high-23

frequency sampling of the intensity signal. However, two-dimensional wide-24

field measurement of g2(τ) is still limited by camera frame rates. We propose25

and demonstrate a 2-pulse within-exposure modulation approach to break26

through the camera frame rate limit and obtain the quasi g2(τ) map in wide27

field with cameras of only ordinary frame rates.28
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1. Introduction33

The intensity correlation function is widely used for quantifying opti-34

cal fluctuations and its measurement has great physical and physiological35

significance in many optical sensing applications. It was first introduced in36

1956 as intensity interferometry to measure the apparent angular diameter of37

stars1 and recently used to study stellar emission processes and calibrate star38
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distances in astrophysics2,3. It plays an essential role in fluorescence correla-39

tion spectroscopy (FCS) in determining the diffusion coefficient of molecules40

and investigating biomolecular interaction processes4–8. It is used to achieve41

super-resolution optical fluctuation imaging (SOFI)9–11. It is used for parti-42

cle sizing in dynamic light scattering12–14. In addition, tissue blood flow and43

perfusion information can be extracted from it, on which the diffuse correla-44

tion spectroscopy15–17(DCS) and laser speckle contrast imaging18–22 (LSCI)45

are developed.46

Generally, the intensity autocorrelation function measures the similarity47

of the intensity signal with itself between now and a moment later. Techni-48

cally, it is defined as g2(τ) = ⟨I(t)I(t+τ)⟩
⟨I⟩2 where τ is called the time lag, I(t)49

is the intensity signal of interest and ⟨ ⟩ denotes averaging. To resolve the50

intensity autocorrelation function, high temporal resolution detectors, such51

as avalanche photo-diodes (APD) or single photon avalanche diodes (SPAD),52

are required to record the intensity at sufficiently high sampling rates. How-53

ever, these one-dimensional detectors are only capable of single-point g2(τ)54

measurements.55

Light sheet or total internal reflection microscopy enables 2-dimensional56

(2D) FCS measurements at thousands of locations simultaneously by camera-57

based fluorescence intensity recording23,24. However, the electron multiplying58

charge coupled devices (EM-CCD), which are currently considered as the59

most suitable option in comprehensive comparison with other types of 2D60

detectors25,26, are still limited in frame rates (∼ 1000 frames per second) and61

suffer from high instrumentation cost.62

In DCS and LSCI, some high-speed cameras have been used to record the63

raw laser speckle signal and measure g2(τ) in a 2D field of view (FOV)27,28. In64

addition, SPAD arrays are utilized by speckle contrast optical spectroscopy65

to create synthetic multiple-exposure speckle contrast data29–31. However,66

both methods suffer from limited field of view and high instrumentation cost67

to resolve the signal at sufficient frame rates. Recently rolling shutters have68

been demonstrated helpful in alleviating the frame rate limit of cameras32.69

But the method trades the spatial resolution for temporal resolution and70

cannot measure g2(τ) of slowly varying dynamics due to the limited length71

of elongated speckle patterns created by the elliptical aperture.72

Overall, g2(τ) is still measured based on the fully time-resolved signal,73

from which, however, high-frequency signal sampling is inevitable. As such,74

current methods must sacrifice either field of view or spatial resolution to75
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accelerate the signal sampling. Here we propose a method to measure g2(τ)76

without resolving the fast temporal dynamics of the signal, thereby enabling77

characterization of rapid intensity fluctuations even at low camera frame78

rates.79

Our method borrows the idea of speckle contrast from LSCI. The rela-80

tionship between speckle contrast K and g2(τ) has been well established in81

LSCI, where the pixel intensity S(T ) is defined as82

S(T ) =

∫ T

0

I(t)dt. (1)

The speckle contrast is then defined as83

K(T ) =
σs

⟨S⟩
. (2)

Speckle contrast can be calculated either spatially or temporally. Spatially,84

a N × N sliding window is typically used across the image to generate the85

speckle contrast of the center pixel by computing the standard deviation and86

mean of all N2 pixel intensities within the window under the assumption of87

ergodicity21. Temporally, a series of images with the same camera exposure88

time can be acquired to calculate the speckle contrast at a certain pixel by89

computing the standard deviation over the mean of the pixel’s intensity in90

those images.91

Note that speckle contrast can be measured with a much lower frame rate92

than g2(τ) since it is based on statistical properties of the integrated signal, S93

within the camera exposure time T . The integrated signal’s speckle contrast94

K within different T can be measured by multiple exposures of different95

exposure times33–36. The camera exposures do not have to be consecutive96

or acquired with a fast frame rate as long as the statistical property of the97

signal remains unchanged over the multiple exposures.98

Speckle contrast is related to g2(τ) in a way that K2 is an integral of99

g2(τ) weighted by a right triangle function (T − τ) if the illumination is held100

constant within the camera exposure37101

K2(T ) =
2

T 2

∫ T

0

(T − τ)g2(τ)dτ − 1. (3)

Recently, Siket et al. have generalized the relationship to cases where the102

illumination can be modulated by an arbitrary waveform38 (Supplemental103
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Figure 1: Overview of the methodology and instrumentation. a Temporal relationship
between intensity modulation and camera exposure. The x-axis is time. AOM: acoustic
optical modulator. The sample is illuminated only when AOM modulation voltage is
high. Hence for It, only the signal when AOM is high will be recorded and integrated
onto the camera raw image. T : the period of the two-pulse modulation waveform. Tm:
pulse duration. b The autocorrelation function of 2-pulse modulation waveform. m(t):
intensity modulation waveform. m(t) ∈ [0, 1]. M(τ): the autocorrelation of m(t). M(τ) =∫ T−τ

0
m(t)m(t + τ)dt. M(τ) consists of two pulses denoted as M0 and M1. When Tm

is approaching 0, 1
T 2
m
M(τ) becomes the sum of two delta functions. c Diagram of the

instrumentation of this study. Two illumination light paths are constructed: widefield
(real line) and focused (dashed line). The light is switched between the two paths by a flip
mirror but modulated by the same pulse sequence. The back-scattered light is collected by
the objective and then split by a 50/50 beamsplitter. The two splits are collected by camera
and APD, respectively. AOM: acoustic optical modulator. BP: 50/50 beamsplitter plate.
APD: avalanche photon diode. DAQ: data acquisition board. CAM: camera. L: lens. M:
mirror. FM: flip mirror. FC: fiber coupler. SMF: single-mode fiber. LPF: low-pass filter.
d The workflow of extracting correlation time from 2-pulse modulated multiple-exposure
raw images. The 2-pulse modulated speckle contrast, K2P , is first computed from the
modulated raw speckle images and its trace along the third dimension T is then fitted
with different electric field correlation g1(τ) models (n = 2, 1 or 0.5). The best g1(τ)
model is identified by maximizing the coefficient of determination, R2. lg: logarithm to
base 10.
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section S1), namely104

K2(T ) =
2⟨I⟩2

T 2⟨Im⟩2

∫ T

0

M(τ)g2(τ)dτ − 1 (4)

where Im is the modulated signal intensity and Im(t) = I(t)m(t) where m(t)105

is the modulation waveform within the camera exposure and ranges from 0106

to 1. M(τ) is the autocorrelation of the modulation waveform defined as107

M(τ) =
∫ T−τ

0
m(t)m(t+ τ)dt.108

One important observation from Eq. 4 is that if we could find a modula-109

tion waveformm(t) such thatK2(T ) = g2(T ), then we can measure g2(τ = T )110

by measuring K2(T ) at a much lower frame rate. We achieve this by 2-pulse111

modulated multiple-exposure imaging with two illumination pulses placed in-112

side the exposure and their temporal separation (denoted as T ) varied across113

exposures (Fig. 1a). The laser illumination pulses are created by externally114

modulating the laser with an acoustic optical modulator (AOM). The idea is115

that when the pulse duration Tm is approaching 0, M(τ) weighted by 1/T 2
m116

would become the sum of two delta functions (Fig. 1b) and Eq. 4 would be117

reduced to118

K2
2P (T ) =

1

2
g2(T ) + C (5)

whereK2
2P (T ) represents the square of the 2-pulse modulated speckle contrast119

and C is a constant that is independent of T (Methods 4.1). Since K2
2P (T )120

forms a linear relationship with g2(T ), we call it quasi g2(τ).121

Cameras of ordinary frame rates as low as 1 Hz are sufficient for our g2(τ)122

measurement approach as long as the signal’s statistical property remains123

invariant within the measurement. The camera-based characterization of124

g2(τ) at various time lags is first validated against the g2(τ) curve obtained by125

the traditional single-point photodiode measurement with 1 MHz sampling126

rate (instrumentation shown in Fig. 1c). Furthermore, wide-field quasi g2(τ)127

measurement and correlation time mapping are demonstrated in case of in128

vivo blood flow imaging (workflow summarized in Fig. 1d).129

2. Results130

2.1. A 10 µs pulse duration is short enough such that K̃2
2P (T ) = g̃2(T )131

In this section, we first verify the equivalency between normalizedK2
2P (T )132

and g2(T ) (denoted as K̃2
2P (T ) and g̃2(T ), respectively) with numerical simu-133

lation using a Tm = 10µs pulse duration. As highlighted by the green dashed134
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Figure 2: Numerical simulation ofK2 andK2
2P curves given the same g2(τ). a Comparison

of the given g2(τ) curve with speckle contrast curves with and without 2-pulse modulation.
K2

2P denotes the square of 2-pulse modulated speckle contrast while K2 represents the
square of speckle contrast without within-exposure modulation. The pulse duration in
2-pulse modulation is Tm = 10 µs. τc = 1 ms. b Comparison of the three curves after
separate normalization on the y-axis so that the dynamic range is all normalized to [0, 1].
c Comparison of normalized g2(τ), K

2(T ) and K2
2P (T ) when τc = 0.1 s. d Comparison

of normalized g2(τ), K
2(T ) and K2

2P (T ) when τc = 5 µs. lg represents the logarithm to
base 10 throughout this paper.

line in Fig. 2a, the 2-pulse modulated K2
2P (T ) decreases to the flat level ear-135

lier than the unmodulated K2(T ) but at about the same time as g2(τ). The136

shape of K2
2P (T ) curve is also more similar to that of g2(τ) compared with137

K2(T ). Further normalization reveals the consistency between the normal-138

ized K2
2P (T ) and g2(τ) curves (Fig. 2b). Such equivalency holds for g2(τ)139

curves over a wide range of decreasing speeds. The correlation time τc is140

varied from 5 µs to 0.1s, which covers the whole spectrum of τc reported by141

Postnov et al27. The discrepancy between K̃2(T ) and g̃2(T ) drastically in-142

creases when τc is reduced to 5 µs (Fig. 2c, d). However, K̃2
2P (T ) maintains143

a good consistency with g̃2(T ) throughout the τc range (Fig. 2c, d). The144

maximum relative percentage discrepancy is below 10−5%.145

The consistency between normalized K2
2P (T ) and g2(T ) with a 10 µs146

pulse duration holds experimentally as well . For in vitro microfluidics ex-147

periments, raw images of different exposure times under 2-pulse modulation148

are shown in Fig. 3a. The average pixel intensity is approximately the same149

across different camera exposures, which is expected since the effective ex-150

posure time is kept the same in those exposures, i.e. all 20 µs. But the151

corresponding speckle contrast shows significant decrease when the temporal152

separation between the two illumination pulses, T , increases from 50 to 100153

µs (Fig. 2b). Such trend is further illustrated in Fig. 3c where the K2
2P in154
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Figure 3: Experimental validation of the consistency between normalized K2
2P (T ) and

g2(τ) curves in vitro and in vivo under focused illumination. a-f In vitro microfluidic
experiment results. g-i In vivo experiment results. a Raw images acquired in 2-pulse
modulation strategy. b Speckle contrast images calculated from 2-pulse modulated raw
images. c The K2

2P (T ) curves extracted from the microfluidic channel region (ROI shown
by red boxes in a, b) in various flow rates. d The g2(τ) curves in the channel region
in various flow rates. e Comparison of normalized g2(τ) and normalized K2

2P (T ). f
Comparison of ICT values extracted from g2(τ) and K2

2P (T ) curves. Data points from
11 flow rates ranging from 0 to 100 µL/min with a step size of 10 µL/min are shown.
The optimal g1(τ) model is first identified by the fitting algorithm through maximizing
R2, the coefficient of determination, for both camera and APD measurements assuming
three different g1(τ) models, i.e. g1(τ) = e−(τ/τc)

n

and n = 2, 1, or 0.5. The ICT of the
optimal g1(τ) model is then used for comparison. g Position of three representative points
in the FOV in vivo where APD measurements are performed. The background K2

2P image
is acquired under widefield illumination. h Comparison of normalized g2(τ) and K2

2P (T )
curves at the three points. i Comparison of ICT values extracted from g2(τ) and K2

2P (T )
curves in vivo. The n = 1 g1(τ) model is used for curve fitting. 28 points from 4 mice are
shown.
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the microfluidic channel area decreases as T increases. In addition, K2
2P of155

higher flow rates begins to decrease earlier than those of lower rates. Such156

relationship between flow rate and start time of decreasing is also reflected157

in g2(τ) curves which are derived from APD measurements of 1 MHz sam-158

pling rate (Fig. 3d). Most importantly, When K2
2P and g2(τ) curves are159

normalized, they overlap on each other (Fig. 3e).160

The downtick in the tail of K2
2P (T ) curves (Fig. 3c), which is not present161

in corresponding g2(τ) curves (Fig. 3d), arises from the incomplete gating162

of light by AOM between the two illumination pulses. When the distance163

between two illumination pulses, T , becomes too large relative to the pulse164

duration, the effects of non-zero residual illumination accumulated in between165

are no longer negligible and can result in a lowered K2
2P (T ) value (Supple-166

mental Material section S3). Removing the downtick will be the topic of a167

future publication.168

Apart from comparing the values of normalized K2
2P and g2(τ), we also169

compared the inverse correlation time (ICT), i.e. 1/τc, extracted fromK2
2P (T )170

and g2(τ) curves. First, the electric field autocorrelation g1(τ) model iden-171

tification capability of 2-pulse modulated multiple-exposure speckle imag-172

ing (2PM-MESI) is validated against APD-based direct g2(τ) measurements.173

When the flow is zero, for the best g1(τ) model, n = 1. When the flow is174

non-zero among the tested flow rates, n = 2 (Supplemental Fig. S2). Second,175

as expected, the larger the flow rate, the larger the ICT (Fig. 3f). Third,176

ICT extracted from K2
2P (T ) curves consisting of only 15 values of T is con-177

sistent with that from g2(τ) evaluated at a much denser set of τ (R2 = 0.99,178

Fig. 3f). This suggests that there is redundancy in g2(τ) curves and that the179

correlation time of g2(τ) can be estimated from only a few key data points.180

The 2-pulse modulated K2
2P (T ) curve is also compared with g2(τ) in vivo.181

Fig. 3g shows the location of three points (P1-3) where single-point direct182

g2(τ) measurements are performed with an APD. Note that their vessel radii183

are different, i.e., P1 the largest, P2 the smallest and P3 in the middle.184

As expected, their g2(τ) curves are also separated, i.e. g2(τ) of P1 starts185

decreasing first while that of P2 does last (Fig. 3h). The normalized in vivo186

K2
2P (T ) curve is not as consistent with that of g2(τ) as it is in vitro. It could187

be due to the stronger flow disturbance in vivo as evident with the large error188

bars in the ICT plot (Fig. 3i). Note that APD and 2PM-MESI measurements189

are not performed simultaneously since 2PM-MESI requires modulating the190

illumination while the other not. The better consistency between normalized191

K2
2P (T ) and g2(τ) in vitro could arise from the better flow control in vitro.192
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The g1(τ) model identification capability is also degraded in vivo. ICT193

extracted from 2PM-MESI K2
2P (T ) curves is consistent with that from g2(τ)194

curves measured with APD when the g1(τ) model is fixed to n = 1 for195

both APD and 2PM-MESI measurements (Fig. 3i, R2 = 0.97). Unfixing196

the model and let the algorithms choose the optimal n based on the fitting197

performance results in a degraded consistency of ICT between APD and198

2PM-MESI measurements (Supplemental Fig. S3, R2 = 0.94). It indicates199

that for complex flow dynamics in vivo, there is still room for the current200

settings of T of 2PM-MESI, e.g. the number of exposures and values of T , to201

be further optimized. In addition, a single g1(τ) model might be insufficient202

in vivo and a mixed model might be warranted27.203

2.2. Widefield Quasi g2(τ) Measurement and Correlation Time Mapping204

The correlation time is an important indicator of blood flow speed in205

LSCI. To demonstrate the 2D quasi g2(τ) measurement and correlation time206

mapping capability of our method, we present in this section widefield illu-207

mination results. APD results are not shown because they are dominated208

by noise in this illumination regime. Fig. 4a-d show the 2-pulse modulated209

quasi g2(τ) images in wide-field illumination at various τ = T . Small ves-210

sels gradually appear as T increases, indicating slower intensity fluctuations.211

Note that the image size is as large as 1000×750 pixels (the corresponding212

FOV under 2× magnification: ∼ 2.9 × 2.2 mm2). Fig. 4e-g show the in-213

verse correlation time (ICT) maps extracted with the three different g1(τ)214

models. It can be seen that the ICT map of optimal n (Fig. 4h) preserves215

the high ICT values in vascular regions in n = 1 and n = 2 ICT maps (Fig.216

4e, f) as well as the low ICT values in parenchyma regions in n = 0.5 ICT217

map (Fig. 4g). In addition, the distribution of optimal n across the field of218

view (Fig. 4i) is consistent with what is reported by Postnov and Liu et al219

measuring g2(τ) with high-speed cameras27,39. The fitting results of K2
2P (T )220

curves at three representative points are shown in Fig. 4j-l (n = 2, 1 and221

0.5, respectively, position shown in Fig. 4i). The fitting results indicate that222

2PM-MESI is capable of identifying one proper g1(τ) model according to the223

measured quasi g2(τ) curve.224

3. Discussion225

The measurement of intensity autocorrelation function, g2(τ) is a funda-226

mental tool in many optical sensing applications to quantify intensity fluc-227
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Figure 4: 2-pulse illumination modulation across the entire field of view enables wide-field
quasi g2(τ) measurement and correlation time mapping. a-d The quasi g2(τ), i.e. K

2
2P (T )

images at T = 10 µs, 15 µs, 40 µs and 100 µs, respectively. Image size: 1000×750. e-f
ICT maps extracted with three g1(τ) = e−(τ/τc)

n

models. n=2, 1 and 0.5, respectively.
ICT=1/τc. The 2D map of correlation times was obtained by fitting K2

2P (T ) maps at 15
T time points ranging from 10 µs to 5 ms. h ICT map with n optimized at each pixel to
maximize the R2, the coefficient of determination. i Map of optimal n. j-l Fitting results
of K2

2P (T ) at the three points highlighted in i. lg: logarithm to base 10. In figure j, the
n = 1 and n = 0.5 g1(τ) models fail to fit the K2

2P (T ) curve. Hence, they appear as a flat
line in the plot. The same is true for the n = 0.5 g1(τ) model in figure k.
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tuations and thus investigate the light source and light-medium interaction.228

However, g2(τ) measurements at short time lags are limited by the camera229

frame rate. To properly sample the rapid dynamics of intensity fluctuations,230

traditional two-dimensional g2(τ) measurement methods must sacrifice either231

field of view or spatial resolution to increase the temporal sampling rate. We232

propose the 2-pulse within-exposure modulation approach to break through233

the camera frame limit and change the problem from fast acquisition of raw234

images to the fast modulation of laser illumination. We showed that the235

normalized g2(τ) can be well approximated by the normalized K2
2P (T ), the236

2-pulse modulated speckle contrast. With our method, g2(τ) can be mea-237

sured at short time lags independent of camera frame rate.238

The smallest time lag at which g2(τ) can be characterized by the 2-pulse239

modulated multiple-exposure imaging depends on the smallest value of T240

that can be achieved. Since T must be greater than or equal to the pulse241

duration Tm, the question becomes how short the illumination pulse could242

be made while achieving a sufficient signal-to-noise ratio. We demonstrated243

that with a 10 µs pulse duration with ∼100 mW laser power input into the244

AOM, the quasi g2(τ) can be measured with a decent signal-to-noise ratio245

even in widefield illumination, which is already beyond the capability of most246

cameras to measure g2(τ) with the traditional method. With a 10 µs pulse247

duration, we are able to evaluate quasi g2(τ) at the smallest time lag of248

τ = 10 µs, which would otherwise require a camera frame rate of 100 kHz249

with traditional methods.250

Theoretically, the measurement of g2(τ) can be made at almost arbitrary251

time lags except those smaller than the pulse width Tm. The sampling of252

the g2(τ) curve is determined by the number and values of the time lags.253

Finer sampling of the g2(τ) curve requires more images to be acquired, but is254

still independent of camera frame rate. The advantage of 2-pulse modulated255

multiple-exposure imaging over the traditional g2(τ) measurement method256

is that it enables cameras of even ordinary frame rates to measure g2(τ)257

at user-specified time lags. Even though it requires the use of an AOM or258

similar gating hardware to modulate the illumination within the camera ex-259

posure, the overall instrumentation cost is still substantially lower than that260

of high-speed cameras. In addition, the use of pulsed illumination reduces the261

average power incident upon the sample compared with continuous illumi-262

nation, which can reduce tissue damage or photo-bleaching of fluorophores.263

Note that we perform the modulation of the illumination, but our method264

is not limited to this case, especially in applications where modulation in the265
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Figure 5: Proof of concept that the 2-pulse modulation strategy works in fluorescence
correlation spectroscopy as well. a The photon count vs. time plot of a 33 nM Cy5 dye
solution recorded by a confocal microscope. Sampling rate: 500 kHz. b The plot of g2(τ)
curve. c The plot of K2

2P curve. When calculating K2
2P (T ), the pixel intensity is generated

by gating and integrating the fluorescent intensity signal. Pulse width Tm = 2 µs. d
Comparison of normalized g2(τ) and K2

2P (T ) curves for the fluorescent intensity signal.

signal detection end is more convenient, for example intensity interferometry.266

In this case, modulation happens after the light interacts with the medium.267

Modulation could be also applied in the signal post-processing phase instead268

of the imaging phase, which we will revisit soon in the following discussion.269

Even though the 2-pulse modulation strategy borrows the idea of speckle270

contrast from LSCI, it has the potential of being generalized to other optical271

applications than LSCI. This is because speckle contrast is, in definition,272

identical to the variation coefficient of a general signal. The relationship273

between speckle contrast and g2(τ) holds without special properties that274

would distinguish speckle from other types of intensity signal (Supplemental275

sections S1 and S2). Therefore, the idea of approximating g2(τ) with speckle276

contrast is not limited to speckle intensity signals. We verify the hypothesis277

with fluorescent intensity signal. We confirm that the 2-pulse modulation278

strategy works in FCS as well in principle by applying 2-pulse modulation279

to a realistic fluorescence intensity signal in the signal post-processing phase280

(Fig. 5).281

We have demonstrated the relative equivalency between g2(τ) and 2-282

pulse modulated speckle contrast, i.e. g̃2(T ) = K̃2
2P (T ). This is enough283

if we only care about the correlation time of g2(τ) since correlation time is284

invariant to linear transformations of g2(τ). However, sometimes the abso-285

lute value of g2(τ) matters. Does our method still work in this case? We286

look into this question through applying 2-pulse modulation in the signal287

post-processing phase again. According to Eq. 5, the absolute value of288
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Figure 6: Evaluating the absolute estimation of g2(τ) based onK2
2P (T ) through applying 2-

pulse modulation in the signal post-processing phase over speckle intensity recordings. The
speckle signal was acquired by APD on microfluidic devices. Temporal 2-pulse modulated
speckle contrast is calculated from pixel intensities generated by gating and summing the
realistic APD recordings of speckle signal.

g2(τ) can be estimated from 2-pulse modulated speckle contrast K2
2P (T ),289

i.e. g2(T ) = 2[K2
2P (T ) − C]. As shown in Fig. 6, the g2(τ) curves of real-290

istic APD signals and the 2[K2
2P (T ) − C] curves calculated from the same291

APD signal match with each other absolutely even though not perfectly. It292

suggests that given the same signal collected by exactly the same instrumen-293

tation, the absolute value of g2(τ) of the signal can be estimated from its294

2-pulse modulated speckle contrast. However, to recover the absolute values295

of g2(τ) accurately, the requirement on the pulse duration is higher than to296

just recover the relative values (Supplemental section S4).297

In summary, we proposed the 2-pulse modulation waveform to address the298

question of measuring g2(τ) without resolving the fast temporal dynamics of299

the intensity signal of interest and demonstrated wide-field intensity fluc-300

tuation imaging. Under the 2-pulse modulation, the problem is essentially301

converted from how fast the raw intensity images can be acquired to how302

fast the laser illumination or the detected signal can be modulated within303

the camera exposure. With a short pulse duration, the normalized g2(T )304

can be approximated by the normalized K2
2P (T ). The multiple exposures305

to acquire K2
2P (T ) at different T do not need to be consecutive or acquired306

with a fast frame rate. It allows cameras of even ordinary frame rates to307
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characterize the decay of intensity autocorrelation function. The method is308

expected to enable the 2-dimensional measurement of quasi g2(τ) and facil-309

itate extracting the correlation time in wide field with a substantially lower310

instrumentation cost.311

4. Method312

4.1. Theory313

In this section, we explain why K2
2P (T ) =

1
2
g2(T ) + C is true when the314

pulse duration is approaching 0 in 2-pulse modulation. For a 2-pulse modu-315

lation waveform (Fig. 1b), m(t) can be written as316

m(t) =

{
1, t ∈ [0, Tm] ∪ [T, T + Tm]

0, t ∈ (Tm, T ) ∪ (T + Tm, 2T ]
(6)

where Tm is the duration of a single illumination pulse and T is the period317

of the modulation waveform. The duty cycle is d = Tm/T . In this case, Eq.318

4 can be simplified to319

K2
2P (T ) =

1

2T 2
m

∫ 2T

0

M(τ)g2(τ)dτ − 1 (7)

where the subscript 2P denotes the speckle contrast under 2-pulse modula-320

tion. The corresponding autocorrelation function of the modulation wave-321

form, M(τ), is a pulse train consisting of two triangle pulses M0(τ) and322

M1(τ) (Fig. 1b),323

M0(τ) =

{
2(Tm − τ), t ∈ [0, Tm]

0, t ∈ (Tm, 2T ]
(8)

324

M1(τ) =


τ − (T − Tm), t ∈ [T − Tm, T ]

T + Tm − τ , t ∈ (T, T + Tm]

0, t ∈ [0, T − Tm) ∪ (T + Tm, 2T ]

(9)

M(τ) = M0(τ) +M1(τ) and is valid for either d <= 0.5 or d > 0.5.325

Note that the first right triangle pulse M0(τ) is solely dependent on Tm326

and independent of the temporal separation of the two illumination pulses327

T . In addition, the shape of M1(τ), specifically the width and height, is328
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independent of T too. The horizontal position of M1(τ), however depends329

on T . Therefore, when T is varied while holding Tm constant, the second330

triangle pulse M1(τ) will move horizontally. Since K2
2P (T ) is the integral of331

the product of M(τ) and g2(τ), the second triangle pulse, M1(τ), sweeps the332

g2(τ) curve as T changes, through which selective sampling of the g2(τ) curve333

is achieved.334

Scaling M(τ) by 1/T 2
m as in Eq. 7, we find that the height/width ratio335

of its two triangle pulses increases as the illumination pulse duration Tm336

decreases. In the special case where Tm approaches 0, M(τ) weighted by 1
T 2
m

337

becomes the sum of two delta functions338

lim
Tm→0

1

T 2
m

M(τ) = δ(0) + δ(T ) (10)

Therefore, Eq. 7 simplifies to Eq. 5 where C is a constant representing the339

contribution of M0(τ) which is independent of T . Specifically, C = 1
2
g2(0)−1340

when the impact of Tm on C is negligible. A rigorous proof of Eq. 5 in this341

case from the perspective of statistics is provided in Supplemental section342

S2. Note that this supplemental proof is valid without assuming Eq. 3, 4 or343

7. When Tm must be accounted for, C = 1
T 2
m

∫ Tm

0
(Tm − τ)g2(τ)dτ − 1. C can344

also be estimated from the K2
2P (T ) curve since C = limT→∞ K2

2P (T )− 0.5 if345

g2(τ) decreases to 1 when τ is infinitely large. Removing the constant C and346

the scaling factor 1
2
in Eq. 5 through normalization, we have347

K̃2
2P (T ) = g̃2(T ) (11)

where X̃ represents the normalization of X, i.e. X̃ = X−min (X)
max (X)−min (X)

.348

4.2. Numerical simulation349

For any given g2(τ) curve, the 2-pulse modulated K2
2P (T ) can be sim-350

ulated according to Eq. 7. For the same g2(τ) curve, the corresponding351

traditional K2(T ) without modulation can be simulated according to Eq. 3.352

Particularly, when g2(τ) assumes the following form,353

g2(τ) = 1 + β[ρe−τ/τc + (1− ρ)]2 + vn (12)

the analytical solution of the corresponding speckle contrast in the 2-pulse354

modulation without any approximation would be355

K2
2P (T ) =

1

2T 2
m

[2B̃(Tm)+ B̃(T −Tm)+ B̃(T +Tm)− 2B̃(T )]+β(1− ρ2)+ vn

(13)
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where B̃(τ) = 1
4
τ 2c βρ

2[e−2x−1+2x]+2τ 2c βρ(1−ρ)[e−x−1+x] and x = τ/τc.356

Similarly, plugging the g2(τ) model into Eq. 3, the speckle contrast without357

modulation would be358

K2(T ) = βρ2
e−2x − x+ 2x

2x2
+ 4βρ(1− ρ)

e−x − 1 + x

x2
+ β(1− ρ)2 + vn (14)

where x = T/τc.359

In simulation results presented in Fig. 2 and S5, g2(τ) assumes the form360

of Eq. 12, the parameters in which are β = 1, ρ = 1, vn = 0. T or τ ranges361

from 10 µs to 0.1 s with a resolution of 1 µs. The correlation time τc is varied362

in simulation.363

4.3. Instrumentation setup364

A volume holographic grating (VHG) wavelength stabilized laser diode365

(785 nm; LD785-SEV300, Thorlabs) is used to provide the light source. An366

optical isolator (Electro-Optics Technology, Inc.) based on Faraday rotation367

effect is placed immediately after the laser output to prevent potential inad-368

vertent back reflections from disrupting the laser source. The light passing369

through the isolator is then coupled into a single-mode fiber (P3-780A-FC-2,370

Thorlabs, Inc.) to reshape the beam profile into a circular Gaussian one.371

The output beam is sent into an acoustic optical modulator (AOM) (AOMO372

3100-125, Gooch & Housego, Inc.) through which the power of the 1st or-373

der diffraction can be manipulated. The 0th order diffraction is filtered out374

by an aperture. Apart from the widefield illumination in which the output375

beam from AOM is deflected down and incident upon the imaging object di-376

rectly, another focused illumination beam path is constructed with two con-377

vex lenses (focal length, L3: 100 mm, L4: 50 mm) whose relative distance can378

be adjusted to focus the beam onto the imaging spot. For detection path, the379

light is collected by a Nikon 24mm camera lens (AF NIKKOR 24 mm f/2.8D,380

Nikon, Inc.) and split into two by a 50:50 plate beamsplitter (BSW17, Thor-381

labs, Inc.). The transmission split is focused on a camera (acA1920-155 um,382

Basler, Inc.) via a Nikon 50mm lens (AF NIKKOR 50 mm f/1.8D, Nikon,383

Inc.). The same model of lens is used to focus the reflection split onto a384

fiber coupler to which a single-mode fiber (P3-780A-FC-2, Thorlabs, Inc.) is385

attached. The output light of the fiber is collimated via a collimator (focal386

length: 11 mm; F220APC-780, Thorlabs, Inc.) and focused on the photo-387

sensitive area of the APD (APD410A, Thorlabs, Inc.) by a spherical lens388

(focal length: 40 mm; LBF254-040-B, Thorlabs, Inc.). The intensity signal389
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measured by APD is filtered by a low-pass filter (500 kHz; EF506, Thorlabs)390

and sampled by the data acquisition board at 1 MHz (USB-6363, National391

Instrument, Inc.).392

4.4. LSCI experimental validation in vitro and in vivo393

A single-channel microfluidics device is used to test the method in vitro.394

Its bulk is manufactured with polydimethylsiloxane (Dow Corning Sylgard395

184 PDMS) in a 10 to 1 base-to-curing agent mixture by weight. Titanium396

dioxide (CAS 1317-80-2, Sigma, USA) is added into the mixture (1.8‰ w/w)397

to create optical properties mimicking the tissue40. The scattering solution398

flowing through the channel is made by diluting the Latex microsphere sus-399

pensions (5100A, 10% w/w, Thermo Fisher Scientific, USA) in a 4.8% v/v400

ratio with distilled water to mimic the optical properties of blood.401

The mouse cranial window preparation procedures were detailed by Kazmi402

et al.41. All animal procedures are approved by the Institutional Animal Care403

and Use Committee (IACUC) of University of Texas at Austin.404

In 2-pulse modulated multiple-exposure imaging, 15 camera exposure405

times were used for demonstration of characterizing g2(τ) at multiple time406

lags. Tm = 10 µs and T ranges from 10 µs to 5 ms. Specifically, the 15 T407

are 10 µs, 12 µs, 15 µs, 20 µs, 30 µs, 40 µs, 50 µs, 75 µs, 100 µs, 250 µs,408

500 µs, 750 µs, 1 ms, 2.5 ms and 5 ms. The raw image size is 1000×750.409

Speckle contrast is computed spatially from raw images according to Eq. 2410

with a 7×7 sliding window. Focused illumination is employed for both APD411

and camera measurements. For APD measurement, the laser power is 100412

mW. In camera measurements, the laser power is attenuated by AOM to413

avoid pixel saturation. For in vitro experiements, 150 raw speckle images414

are collected for each camera exposure time and the raw intensity signal is415

recorded by APD for 10 s. The measurement is repeated 5 times for each416

flow rate. The flow rate increases from 0 to 100 µL/min with a step size417

of 10 µL/min in each repetition. The maximum and minimum ICT values418

in those five repetitions are discarded and the rest three are used for the419

ICT comparison between camera and APD measurements. For in vivo mea-420

surements, 30 raw camera images are collected for each exposure time and421

2 s APD signal is recorded. The measurement is repeated 5 times at each422

point. Data collection is performed at 28 points in cranial windows of 4 mice423

(C57BL/6, Charles River Laboratories Inc.).424

The g2(τ) curve is calculated from APD recordings in software according425

to g2(τ) =
⟨I(t)I(t+τ)⟩

⟨I⟩2 with τ equally spaced. The correlation time is extracted426
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from g2(τ) curve by fitting to the following model427

g2(τ) = 1 + β[ρe−(τ/τc)n + (1− ρ)]2 + vn (15)

where β is the instrumentation factor ranging from 0 to 1, ρ denotes the428

fraction of dynamic component in the detected light ranging from 0 to 1,429

and vn denotes the noise. n determines the type of g1(τ) model to use. n430

can be fixed to 1 or chosen from 2, 1 or 0.5 based on R2. For equally spaced431

τ , g2(τ) is concentrated in the tail when g2(τ) is plotted in the logarithmic432

τ scale. To counteract the skewing effects of denser g1(τ) sampling towards433

larger τ in the logarithmic τ axis , weighted fitting is deployed with 1/τ434

as the weighting function. The weighting function w = 1/τ equalizes the435

integral weight of data points within different τ ranges of the same length436

in the logarithmic scale, i.e.
∫ ex+∆x

ex
w(τ)dτ ∝ ∆x for ∀x ∈ ℜ. Weighted437

fitting by 1/τ improves the fitting performance in the head of g2(τ) curve438

(Supplemental Fig. S4). To match the τ range in 2PM-MESI, the g2(τ)439

curve is truncated in the head such that only data of τ ≥ 10 µs is used for440

correlation time extraction.441

For both focused and widefield illumination experiments, the correlation442

time τc is extracted from measured K2
2P (T ) curves according to the following443

model444

K2
2P (T ) =

1

2
β[ρe−(T/τc)n + (1− ρ)]2 + c (16)

where c represents a constant term independent of T . β, ρ and n have the445

same meaning as those in Eq. 15. T is the period of the 2-pulse modulation446

waveform.447

4.5. Applying 2-pulse modulation to FCS448

The FCS data comes from a public FCS dataset (https://github.com/449

FCSlib/FCSlib/blob/master/Sample%20Data/Cy5.tif, the g2(τ) curve of450

this sample data is provided in the Figure 5.3 of its user guide). The sampling451

rate is 500 kHz. The g2(τ) curve is calculated according to g2(τ) =
⟨I(t)I(t+τ)⟩

⟨I⟩2452

with the binned photon count number as the I. K2
2P (T ) is calculated from453

binned photon count with the pulse width Tm = 2 µs. Two binned photon454

count numbers at different time points are added together and the sum’s455

variance over its mean squared is calculated asK2
2P (T ) (Eq. 2). The temporal456

gap T between the two time points elongates so that K2
2P (T ) at different T457

is obtained.458
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Supplementary Material590

S1. Relating K2(T ) and g2(τ ) in arbitrary modulation591

Define the AOM modulation function as m(t), the intact speckle signal592

as I(t), and the modulated speckle signal as Im(t) such that593

Im(t) = I(t)m(t) (S1)

Then the intensity of pixel i on the camera sensor within intensity-modulated594

exposure time T would be595

Si,T =

∫ T

0

Ii(t
′)m(t′)dt′ (S2)

where Ii(t) is the intact speckle signal of pixel i and m(t) is the modulation596

function on the illumination intensity.The second moment of modulated pixel597

intensity would be598

⟨S2
T ⟩ =

1

N

N∑
i=1

(Si,T )
2 (S3)

where ⟨ ⟩ denotes averaging and N is the number of averaged pixels. The last599

material needed for the derivation is the definition of intensity autocorrelation600

function g2(τ) given by Eq. S4601

g2(t
′ − t′′) =

⟨Ii(t′)Ii(t′′)⟩
⟨I⟩2

(S4)

where ⟨I⟩ is the average intensity of the intact speckle signal.602

Based on Eq. S1 to S4, we can derive the expression of the second moment
of modulated pixel intensity with respect to the intensity modulation function
m(t) and the intensity autocorrelation function g2(τ) of the intact signal as
follows:

⟨S2
T ⟩ = ⟨(Si,T )

2⟩
⟨ ⟩ denotes averaging over independent instances
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= ⟨(
∫ T

0

Ii(t
′)m(t′)dt′)2⟩

= ⟨(
∫ T

0

Ii(t
′)m(t′)dt′)(

∫ T

0

Ii(t
′′)m(t′′)dt′′)⟩

= ⟨
∫ T

0

∫ T

0

Ii(t
′)Ii(t

′′)m(t′)m(t′′)dt′dt′′⟩

m(t) is independent of i

=

∫ T

0

∫ T

0

⟨Ii(t′)Ii(t′′)⟩m(t′)m(t′′)dt′dt′′

Using Eq. S4

= ⟨I⟩2
∫ T

0

∫ T

0

g2(t
′ − t′′)m(t′)m(t′′)dt′dt′′

Symmetry of t′ and t′′; g2(τ) is even

= 2⟨I⟩2
∫ T

0

∫ t′

0

g2(t
′ − t′′)m(t′)m(t′′)dt′′dt′

Let t′ − t′′ = τ , then t′′ = t′ − τ , dt′′ = −dτ

= 2⟨I⟩2
∫ T

0

∫ t′

0

g2(τ)m(t′)m(t′ − τ)dτdt′

Change the order of integral

= 2⟨I⟩2
∫ T

0

∫ T

τ

g2(τ)m(t′)m(t′ − τ)dt′dτ

= 2⟨I⟩2
∫ T

0

g2(τ)(

∫ T

τ

m(t′)m(t′ − τ)dt′)dτ

Let t = t′ − τ , then t′ = t+ τ , dt′ = dt

= 2⟨I⟩2
∫ T

0

g2(τ)(

∫ T−τ

0

m(t)m(t+ τ)dt)dτ

Define603

M(τ) =

∫ T−τ

0

m(t)m(t+ τ)dτ (S5)

then604

⟨S2
T ⟩ = 2⟨I⟩2

∫ T

0

g2(τ)M(τ)dτ (S6)
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Since605

K2(T ) =
Var (ST )

⟨ST ⟩2
=

⟨S2
T ⟩ − ⟨ST ⟩2

⟨ST ⟩2
(S7)

where ⟨ST ⟩ is the mean pixel intensity of modulated speckle signal within606

exposure time T and ⟨ST ⟩ = T ⟨Im⟩ where ⟨Im⟩ is the mean intensity of the607

modulated speckle signal, we arrive at the expression of speckle contrast of608

the within-exposure modulated speckle signal (Eq. S8).609

K2 =
2⟨I⟩2

T 2⟨Im⟩2

∫ T

0

g2(τ)M(τ)dτ − 1 (S8)

Notice that when the modulation function m(t) is a constant 1, we have610

M = T − τ and Eq. S8 reduces to the expression of speckle contrast that is611

commonly seen (Eq. 3). In other words, the classic expression of speckle con-612

trast we use is a particular case of Eq. S8 when the illumination intensity is613

held constant. Finally, we would like to introduce one important observation614

about M(τ) (Lemma S1.1).615

Lemma S1.1 (Integral property of M(τ)). If the average intensity of the616

intact speckle signal I(t) remains steady over time, i.e.,
∫ T

0
I(t)m(t)dt =617

⟨I⟩
∫ T

0
m(t)dt, then the integral of M(τ) satisfies 2⟨I⟩2

T 2⟨Im⟩2
∫ T

0
M(τ)dτ = 1.618

Proof. Because Im(t) = I(t)m(t), we have619 ∫ T

0
Im(t)dt∫ T

0
I(t)m(t)dt

=
T ⟨Im⟩

⟨I⟩
∫ T

0
m(t)dt

= 1 (S9)

Hence,620 ∫ T

0

m(t)dt =
T ⟨Im⟩
⟨I⟩

(S10)
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Therefore,621 ∫ T

0

M(τ)dτ =

∫ T

0

∫ T−τ

0

m(t)m(t+ τ)dτdt

=

∫ T

0

m(t)

∫ T−t

0

m(t+ τ)dτdt

Let t′ = t+ τ , then dt′ = dτ

=

∫ T

0

m(t)

∫ T

t

m(t′)dt′dt

=

∫ T

0

∫ T

t

m(t)m(t′)dt′dt

Symmetry of m(t) and m(t′)

=
1

2

∫ T

0

∫ T

0

m(t)m(t′′)dt′dt

=
1

2
(

∫ T

0

m(t))2

Plug in Eq. S10

=
T 2⟨Im⟩2

2⟨I⟩2

(S11)

Namely, 2⟨I⟩2
T 2⟨Im⟩2

∫ T

0
M(τ)dτ = 1. The proof is over.622

S2. K2
2P (T ) = 1

2
g2(0) +

1
2
g2(T ) − 1 if m(t) = δ(0) + δ(T )623

Proof. Denote I(t) as I and I(t+τ) as Iτ , then according to g2(τ) =
⟨I(t)I(t+τ)⟩

⟨I⟩2624

we have625

g2(0) =
⟨I2⟩
⟨I⟩2

(S12)

and626

g2(τ) =
⟨I · Iτ ⟩
⟨I⟩2

(S13)

Since Var (I) = ⟨I2⟩ − ⟨I⟩2 and Cov (I, Iτ ) = ⟨I · Iτ ⟩ − ⟨I⟩2 where Var (X)627

and Cov (X, Y ) denote the variance of X, and the covariance between X and628
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Y , we have629

1

2
g2(0) +

1

2
g2(τ)− 1 =

1

2
(
⟨I2⟩
⟨I⟩2

− 1) +
1

2
(
⟨I · Iτ ⟩
⟨I⟩2

− 1)

=
Var (I) + Cov (I, Iτ )

2⟨I⟩2

(S14)

If m(t) = δ(0) + δ(τ), the pixel intensity S would be S = I + Iτ and K2
2P (τ)630

would be631

K2
2P (τ) =

Var (I + Iτ )

⟨I + Iτ ⟩
=

Var (I + Iτ )

4⟨I⟩2
(S15)

Therefore, to prove that K2
2P (τ) =

1
2
g2(0)+

1
2
g2(τ)−1, based on Eq. S14 and632

S15, one only needs to prove that Var (I + Iτ ) = 2Var (I) + 2Cov (I, Iτ ),633

which is true since Var (I + Iτ ) = Var (I) + Var (Iτ ) + 2Cov (I, Iτ ) and634

Var (I) = Var (Iτ ). The proof is over.635

636

S3. The Impact of Non-zero Residual Illumination637

We can model the non-zero residual illumination in 2-pulse modulation638

as639

m′(t) = (1− r)m(t) + r (S16)

where r is the relative amplitude of residual illumination during the off state640

and ranges from 0 to 1. m(t) here is the ideal 2-pulse modulation with zero641

residual illumination, and ranges between 0 and 1. Then the modulation642

autocorrelation function would be643

M ′(τ) =

∫ T−τ

0

m′(t)m′(t+ τ)dt

≈ (1− r)2M(τ) + (T − τ)[2r(1− r)d+ r2]

(S17)

where M(τ) =
∫ T−τ

0
m(t)m(t + τ)dt and d is the duty cycle of m(t) or the644

pseudo duty cycle of m′(t). Fig. S1a shows an example of how M(τ) would645

be skewed in presence of a non-zero residual illumination (r=0.1). The square646
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of speckle contrast corresponding to m′(t) would then become647

K̃2(T ) =
2⟨I⟩2

T 2⟨Im′⟩2

∫ T

0

g2(τ)M
′(τ)dτ − 1

=
2

T 2[d+ (1− d)r]2

∫ T

0

g2(τ)M
′(τ)dτ − 1

=
2

T 2[d+ (1− d)r]2

∫ T

0

g2(τ)[(1− r)2M(τ) + (T − τ)(2r(1− r)d+ r2)]dτ − 1

(S18)

Simplify Eq. S18, we get648

K̃2(T ) = pK2
m + (1− p)K2

0 (S19)

where K2
m = 2⟨I⟩2

T 2⟨Im⟩2
∫ T

0
g2(τ)M(τ)dτ−1, K2

0 = 2
T 2

∫ T

0
(T −τ)g2(τ)dτ−1, and649

p = d2(1−r)2

[r+d(1−r)]2
. Therefore, the square of speckle contrast, K2 in presence of a650

non-zero residual illumination in 2-pulse modulation would be the weighted651

sum of that of an ideal 2-pulse modulation plus that of no modulation on652

intensity. p indicates the proportion of the contribution by the ideal 2-pulse653

modulation. It is noticed that when r increases, p drops and that when d654

increases, p rises. Fig. S1b shows an example of how an AOM with limited655

OD when gating the light would affect the tail of K2
2P (T ) curves when T is656

large.657

S4. The impact of pulse duration on the accuracy of measuring658

absolute and relative values of g2(τ )659

In this section, we would like to answer the question of how to choose the660

pulse duration when doing 2-pulse modulated multiple exposure imaging. We661

demonstrated the validity of a 10 µs pulse duration in extracting correlation662

times as short as 30 µs (Fig. 3f). But it does not have to be always the case.663

The pulse duration can be longer when measuring g2(τ) of slowly varying664

signals. We examined the optimal pulse duration selection through numerical665

simulation. For a given pulse duration Tm, we evaluated the discrepancy666

between g2(τ) and its estimation byK2
2P (T ) at various correlation times (Fig.667

S5). For a given pulse duration, the maximum percent discrepancy between668

2[K2
2P (τ)−C] and the absolute value of g2(τ) decreases as τc increases (Fig.669
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Figure S1: The impact of non-zero residual illumination between two illumination pulses
on K2

2P (T ). a How the modulation autocorrelation function M(τ) would be skewed by
a non-zero residual illumination (r=0.1). b The comparison of K2

2P (T ) curves with and
without residual illumination. An AOM with an OD of 4 when gating the light is simulated
for the former case.

Figure S2: The optimal n given by the fitting algorithm in various flow rates. Dashed line:
APD. Asteroids: 2PM-MESI. For each flow rate, the experiment is repeated for five times.
Three of the five repeats are shown here and grouped together by the same color in the
plot. Different colors represent different flow rates. When the flow rate is zero, the optimal
n is 1, which is true for both APD and 2PM-MESI fitting results. When the flow rate is
not zero, the optimal n is 2 according to APD fitting results. 2PM-MESI identifies the
same optimal n for small flow rates (≤ 60 µL/min). But for higher flow rates, instability
in estimating the optimal n is observed, which could be due to the downticking tail of the
K2

2P curve induced by the non-zero residual illumination between illumination pulses.
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Figure S3: Comparison of ICT values extracted from g2(τ) and K2
2P (T ) curves in vivo

with unfixed n. 28 points from 4 mice.

Figure S4: Comparison of the performance of weighted fitting vs. unweighted fitting.
The weighted fitting by 1/τ improves the fitting performance in the head of g2(τ) curve
compared with unweighted fitting.
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S5a). When τc becomes larger than 10 times Tm, the percentage discrepancy670

drops below 0.2%. In other words, to recover the absolute value of g2(τ) of671

the signal of interest within a maximum of 0.2% discrepancy threshold, the672

pulse duration Tm should be made shorter than 10% of the correlation time673

τc of the signal. On the other hand, if the correlation time is the only interest674

about g2(τ), i.e., the relative value of g2(τ) or g̃2(τ) is of interest, then the675

pulse duration can be longer than 10% of τc (Fig. S5b). But considering that676

2-pulse modulated multiple exposure imaging can only capture g2(τ)’s shape677

in the range of τ ≥ Tm, it is recommended that Tm not be longer than τc to678

ensure sufficient sampling of the exponential-decay phase of g2(τ).679

Figure S5: The accuracy of estimating g2(τ) and g̃2(τ) based on K2
2P (T ) for signals of

different correlation times. a The maximum percentage discrepancy between absolute

g2(τ) and that estimated by K2
2P (T ). The y-axis is max

τ∈[Tm,0.1 s]

2[K2
2P (τ)−C]−g2(τ)

g2(τ)
/%. b

The maximum percentage discrepancy between normalized g2(τ) and K2
2P (τ). The y-axis

is max
τ∈[Tm,0.1 s]

[K̃2
2P (τ)+1]−[g̃2(τ)+1]

g̃2(τ)+1 /%.
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