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ChatGPT Passes German State Examination in Medicine With Picture Questions Omitted

Full medical registration in Germany requires passing three 
medical state examinations. The first state exam (M1) regarding 
pre-clinical subjects consists of a written exam and a viva voce 
exam. The second state exam (M2) is a written test and comprises 
the medical specialties. The third state exam (M3)is an oral/viva 
voce practical exam. The written test questions are published by 
the German Institute for Medical and Pharmaceutical Examin-
ation Questions (IMPP).Both written tests consist of 320 single 
choice questions with five possible answers each.

Recently, artificial intelligence (AI) in the form of ChatGPT 
passed examinations of the US Medical License exam (USMLE) 
(1). ChatGPT is a large language model (LLM), which is based 
on the transformer network architecture “general pre-trained 
transformer” (GPT) with more than 170 billion parameters (2, 3). 
It recognizes speech patterns and responds in a context appropri-
ate way to user queries/questions.

We investigated whether Chat GPT could pass the first and 
second state examinations in Germany and thus is able to answer 
complex medical questions in the German language.

Methods
Our analyses are based on the questions of the written tests for 
the first (23–24 August 2022) and second (11–13 October 
2022 state examinations, which were retrieved from the learn-
ing platform AMBOSS (www.amboss.com, AMBOSS GmbH, 
6 March 2023). Questions that were not considered by the 
IMPP in the evaluation were excluded here too (M1: n=11; 
M2: n=9). ChatGPT does not allow for images to be input, and 
questions that required looking at images to give the answer 
were also excluded (image questions: M1: n=46; M2: n=59). 
Altogether 263 questions remained for M1 and 252 questions 
for M2. Each  question was assigned to a test subject. In M2, 
distinction was made between case based questions (n=175) 
and non-case based questions (n=77). We used Chat GPT 
based on GPT 3.5 (https://chat.openai.com/; version: 13 Feb-
ruary 2023; OpenAI). Examination questions can be accessed 
only on paid-for platforms. Furthermore, no exam question 
using identical wording existed in the five years before the 
training of the ChatGPT version used in our study had been 
concluded at the end of 2021. The probability is therefore high 
that the algorithm was unfamiliar with the exam questions 
studied here.

The questions were entered into ChatGPT and the response 
given by the algorithm was compared with the sample solutions 
in the examinations. Chi square tests were used to determine dif-
ferences in the performance of ChatGPT between specialties and 
to compare the results in case based and non-case based 
 questions. Spearman correlation analyses were used to determine 
correlations between the performance of ChatGPT and the 
 percentage of students who ticked the correct answers to the 
questions in AMBOSS.

Results
ChatGPT gave the correct answers in M1 for 60.1% (158/263) 
and in M2 for 66.7% (168/252) and thus passed both examin-
ations with a grade 4 (pass grade, “sufficient”). For M1, differ-
ences were seen between test subjects (p=0.024; Table 1). In M1, 
the best results were achieved for biology (77.8%; 14/18), sociol-
ogy (75.9%; 22/29), and psychology (73.3%; 22/30). ChatGPT 
achieved poorer results for chemistry (33.3%, 3/9), physics 
(45.5%; 5/11), and anatomy (46.4%; 26/56).

For M2 too, differences were seen between test subjects 
(p=0.045; Table 2). The best results were achieved in pharma -
cology (94.7%; 18/19), ophthalmology ( (85.7%; 6/7), and 
 dermatology (87.7%; 6/7). The worst results were seen for 
 otorhinolaryngology (33.3%; 1/3), neurology (46.7%; 21/45), 
and epidemiology (46.7%; 7/15). No differences were seen 
(p=0.629) between the results for case based questions (65.7%; 
115/175; 95% confidence interval [58.6; 72.8]) and non-case 
based questions (68.8 %; 53/77; [58.3; 79.4]).

The performance of ChatGPT correlated weakly with the per-
centage of students who ticked the correct question online (M1: 
ρ = 0.207; p < 0.001; [0.085; 0.323]; M2: ρ = 0.288; p < 0.001; 
[0.167; 0.400]).

Discussion
The LLM ChatGPT passed the written tests for M1 and M2 nar-
rowly when image questions were excluded. It achieved a similar 
performance as in the US exams (1). ChatGPT therefore deliver-
ed a poorer overall performance than the average exam partici-
pants (students: M1=73.0%; M2=74.2%) (4).One explanation 
may be the fact that the medical questions were originally entered 
in German, whereas ChatGPT was 93% trained with English-
 language texts and without a medical focus (5).

CORRESPONDENCE

TABLE 1

Performance of ChatGPT in the first state examination (M1)

CI, confidence interval

Subjects

Anatomy

Biochemistry

Biology

Chemistry

Physics

Physiology

Psychology

Sociology

Total

Result (n, %, [95% CI])

 56

 56

 18

  9

 11

 54

 30

 29

263

46.4

57.1

77.8

33.3

45.5

63.0

73.3

75.9

60.1

[33.0; 60.0]

[43.8; 70.5]

[56.5; 99.1]

[0; 71.8]

[10.4; 80.5]

[49.7; 76.3]

[56.5; 90.1]

[59.3; 92.4]

[54.1; 65.8]
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The extent to which ChatGPT gave the correct answer to a 
question correlated weakly with the results achieved by medical 
students when answering the same question. The different results 
achieved by ChatGPT in the different subject areas might be ex-
plained with the complexity of the questions and the available 
training dates. Questions that required an understanding of posi-
tional relation, multimodal diagnostics, or transfer knowledge 
often prompted poorer answers. Question that required 
 calculations or formula conversions also led to ChatGPT failure 
in more instances. By comparison, questions regarding ter -
minology/definitions in psychology and sociology were often 
answered correctly. The excellent result for pharmacology could 
be explained with the structured, freely available drug in-
formation. Future studies should investigate the performance of 
AI applications for image questions in relation to different ques-
tion types.

Conclusions
These initial results show the performance of ChatGPT in giving 
answers to complex medical questions, based on the medical 
state examinations. The ability of LLMs to structure medical data 
and interpret information on the background of the available lit-
erature has potential in terms of the potential use of ChatGPT in 
medicine.
 

TABLE 2

Performance of ChatGPT in the second state examination (M2)

AIEP, anesthesia, intensive care, emergency medicine, pain management/palliative care;  
 CI, confidence interval

Subjects

AIEP

Ophthalmology

Surgery/orthopedics

Dermatology

Epidemiology

Gynecology

Otorhinolaryngology

Human genetics

Infectious diseases

Internal medicine

Neurology

Pediatrics

Pharmacology

Psychiatry

Radiology

Forensic medicine

Urology

Total

Result (n, %, [95% CI])

  8

  7

 14

  7

 15

 20

  3

 14

 13

 34

 45

 23

 19

  9

  8

 12

  1

252

 75.0

 85.7

 64.3

 85.7

 46.7

 80.0

 33.3

 64.3

 84.6

 64.7

 46.7

 65.2

 94.7

 66.7

 75.0

 66.7

100.0

 66.7

[36.3; 100]

[50.8; 100]

[35.6; 93.0]

[50.8; 100]

[18.1; 75.3]

[60.8; 99.2]

[0; 100] 

[35.6; 93.0]

[61.9; 100]

[47.8; 81.6]

[31.5; 61.8]

[44.2; 86.3]

[83.7; 100]

[28.2; 100]

[36.3; 100]

[35.4; 98.0]

/

[60.6; 72.2]
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