
Clin Transl Sci. 2023;16:1421–1430.     | 1421www.cts-journal.com

Received: 14 October 2022 | Revised: 11 April 2023 | Accepted: 21 April 2023

DOI: 10.1111/cts.13542  

A R T I C L E

CB- HRNet: A Class- Balanced High- Resolution Network 
for the evaluation of endoscopic activity in patients with 
ulcerative colitis

Ge Wang1 |   Shujiao Zhang2 |   Jie Li1 |   Kai Zhao1 |   Qiang Ding1 |   Dean Tian1 |   
Ruixuan Li2 |   Fuhao Zou2 |   Qin Yu1

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any 
medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2023 The Authors. Clinical and Translational Science published by Wiley Periodicals LLC on behalf of American Society for Clinical Pharmacology and Therapeutics.

Ge Wang and Shujiao Zhang contributed equally to this work. 

Fuhao Zou and Qin Yu contributed equally to this work and share last authorship.  

1Department of Gastroenterology, 
Tongji Hospital, Tongji Medical College, 
Huazhong University of Science and 
Technology, Wuhan, Hubei, China
2School of Computer Science and 
Technology, Huazhong University of 
Science and Technology, Wuhan, China

Correspondence
Fuhao Zou, School of Computer 
Science and Technology, Huazhong 
University of Science and Technology, 
Wuhan 430074, China.
Email: fuhao_zou@hust.edu.cn

Qin Yu, Department of 
Gastroenterology, Tongji Hospital, 
Tongji Medical College, Huazhong 
University of Science and Technology, 
1095 Jiefang Avenue, Wuhan, Hubei 
430030, China.
Email: yuqin@tjh.tjmu.edu.cn

Funding information
National Natural Science Foundation 
of China, Grant/Award Number: 
81770528, 81974063 and 81800493; 
Hubei Pathophysiology Society 
Foundation, Grant/Award Number: 
2021HBAP011

Abstract
Endoscopic evaluation is the key to the management of ulcerative colitis (UC). 
However, there is interobserver variability in interpreting endoscopic images 
among gastroenterologists. Furthermore, it is time- consuming. Convolutional 
neural networks (CNNs) can help overcome these obstacles and has yielded pre-
liminary positive results. We aimed to develop a new CNN- based algorithm to 
improve the performance for evaluation tasks of endoscopic images in patients 
with UC. A total of 12,163 endoscopic images from 308 patients with UC were col-
lected from January 2014 to December 2021. The training set and test set images 
were randomly divided into 37,515 and 3191 after excluding possible interference 
and data augmentation. Mayo Endoscopic Subscores (MES) were predicted by 
different CNN- based models with different loss functions. Their performances 
were evaluated by several metrics. After comparing the results of different CNN- 
based models with different loss functions, High- Resolution Network with 
Class- Balanced Loss achieved the best performances in all MES classification 
subtasks. It was especially great at determining endoscopic remission in UC, 
which achieved a high accuracy of 95.07% and good performances in other evalu-
ation metrics with sensitivity 92.87%, specificity 95.41%, kappa coefficient 0.8836, 
positive predictive value 93.44%, negative predictive value 95.00% and area value 
under the receiver operating characteristic curve 0.9834, respectively. In conclu-
sion, we proposed a new CNN- based algorithm, Class- Balanced High- Resolution 
Network (CB- HRNet), to evaluate endoscopic activity of UC with excellent per-
formance. Besides, we made an open- source dataset and it can be a new bench-
mark in the task of MES classification.
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INTRODUCTION

Inflammatory bowel disease (IBD) is considered a chronic 
nonspecific intestinal inflammatory disease, mainly in-
cluding ulcerative colitis (UC) and Crohn's disease (CD). 
The definite diagnosis of IBD depends on a comprehen-
sive evaluation combined with clinical symptoms, labo-
ratory findings, and endoscopic and pathologic features. 
Representative endoscopic findings of UC include geo-
graphic superficial ulcers, erosions, and mucosal ground 
glass changes, usually covered with fibrinous exudate. 
The lesions are continuously diffused from the rectum.1 
Endoscopic activity is considerably important for the eval-
uation of mucosal inflammation and disease activity, fur-
ther guiding treatment.2

Some score systems have been used for measuring 
the endoscopic disease activity, among which the Mayo 
Endoscopic Subscore (MES) classification has been re-
liable and widely used in the clinic as well as research.3 
Under the Mayo score system, UC can be divided into 
endoscopic remission state and active state, with MES 
less than or equal to 1, and greater than 1, respectively.4 
However, some endoscopic characteristics of UC, such as 

superficial ulcers and fibrinous exudate, erythema and 
erosions, and erosions and ulcers, are sometimes difficult 
for endoscopists to distinguish, resulting in the classifica-
tion of different Mayo scores. Therefore, there is interob-
server variability in interpreting endoscopic images among 
different gastroenterologists,5 some of whom are even not 
trained well about the recognition and evaluation of en-
doscopic activity in patients with UC. Actually, human 
reviewers were significantly more likely to disagree on in-
termediate MES 1 and MES 2 compared with MES 0 and 
MES 3, which was 38.7% and 21.8%, respectively.6 Another 
study reported 73% interobserver disagreement for “nor-
mal” appearances and 63% disagreement for moderate 
appearances of video sigmoidoscopies from patients with 
UC.5 Although standardized training by experts in IBD or 
introduction of a supervisor may ameliorate the situation, 
it is time- consuming and cost- consuming. It is also diffi-
cult to implement in the clinical practice.7

With rapid progress, artificial intelligence (AI) is pre-
senting as a promising tool used for medical fields, espe-
cially for diagnosis and differential diagnosis of diseases, 
monitoring of disease progression, and efficacy predic-
tion.8,9 It uses deep learning methods to read amounts 

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
There is interobserver variability in interpreting endoscopic images of patients 
with ulcerative colitis (UC) among gastroenterologists. Artificial intelligence (AI) 
is presenting as a promising tool to solve this problem.
WHAT QUESTION DID THIS STUDY ADDRESS?
Recent studies have reported the possible roles of AI in inflammatory bowel dis-
ease (IBD). However, accuracy, sensitivity, and specificity are the major concerns 
for the application of AI in medical fields. There were no comprehensive reports 
comparing the performance of different convolutional neural network (CNN) al-
gorithms in evaluating endoscopic inflammation of UC based on a large dataset.
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
This study for the first time compared the performance of different CNN archi-
tectures on a large dataset of endoscopic images from patients with UC via com-
prehensive tasks. We further developed a new CNN- based algorithm, named 
Class- Balanced High- Resolution Network (CB- HRNet) to assist in evaluating 
endoscopic activities of UC, which was especially great at determining endo-
scopic remission. We also described the AI- assisted image recognition in detail 
and made an open- source dataset to be a new benchmark in the task of Mayo 
Endoscopic Subscores classification.
HOW MIGHT THIS CHANGE CLINICAL PHARMACOLOGY OR 
TRANSLATIONAL SCIENCE?
CB- HRNet will have great potential to help to improve the accuracy and consist-
ency of endoscopic evaluation in all IBD centers and hospitals, saving the labor 
and reading time as well.
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of radiological, endoscopic, and pathologic images, pro-
ducing proper machine learning (ML) algorithms. ML 
algorithms are capable of recognizing new images with 
quick response and high accuracy. Several studies have 
shown that well- trained ML can implement image inter-
pretation comparable to specialist level, even better than 
humans.6,10 It is reported that AI systems significantly in-
creased hyperplastic polyp detection rates from 35.07% to 
64.93%.10

Recent studies have reported the possible roles of AI in 
IBD.6,11– 14 However, accuracy, sensitivity, and specificity 
are the major concerns for the application of AI in med-
ical fields. For image recognition, challenges lie in high- 
quality large- scale dataset, quality control, and precise ML 
algorithms. The convolutional neural network (CNN) is 
one of the most widely used ML algorithms.15 Many CNN 
architectures have been developed to carry out data clas-
sification.16 To date, there were no comprehensive reports 
comparing the performance of different CNN algorithms 
in evaluating endoscopic inflammation of UC based on 
a large dataset. Hence, we designed a study aimed to de-
velop a new CNN- based algorithm to optimize the assess-
ment of endoscopic activities for UC.

METHODS

Dataset generation

Three hundred eight patients with UC who underwent 
colonoscopy at Tongji Hospital, Tongji Medical College, 
Huazhong University of Science and Technology, 
Wuhan, China, from January 2014 to December 2021 
were enrolled in this study. All patients were diagnosed 
with UC based on comprehensive evaluation according 
to the IBD guidance and followed up until May 2022.1 
Colonoscopies were performed in four endoscopy cent-
ers in Tongji Hospital by experienced gastroenterologists. 
A total of 12,163 endoscopic images from 308 patients 
with UC were collected, all of which were obtained by 
Olympus colonoscopy. We first excluded possible inter-
ference, such as narrow- band images and unclear images 
with stool, blur, or halation, or those without sufficient 

insufflation. The number of images after screening was 
7978. Each image was reviewed by at least three gastro-
enterologists who were experts in IBD, and MES classi-
fications were assigned for each image. Representative 
images for MES classification in our data are shown in 
Figure  1. If there were different opinions among the 
reviews, they would gain consensus by discussion, and 
the final classifications of all images were reviewed by 
the IBD specialist. The training set and test set images 
were randomly divided into 4787 and 3191 according to 
the ratio of 3:2. Written informed consents were obtained 
from all patients prior to colonoscopy examination. The 
procedure was approved by the Institutional Ethics Board 
of Tongji Medical College.

In the preprocessing stage, the black frame surround-
ing each image was cropped on each side and the original 
endoscopic images were resized to 300 × 300. Several data 
augmentation strategies were applied to the dataset, such 
as rotation, flip, and brightness, contrast, sharpness, and 
scale transformation, whereas class balancing was also 
used. Finally, the number of training images was ampli-
fied to 37,515, including 9095 (24.2%) images with Mayo 
score of 0, and 9945 (26.5%) images with Mayo score of 1, 
and 9081 (24.2%) images with Mayo score of 2, and 9394 
(25.0%) images with Mayo score of 3. The final dataset, 
which we named as Tongji Medical College- Ulcerative 
Colitis with Mayo scores (TMC- UCM), was open source 
(publicly accessible at Baidu Drive) and could be a new 
benchmark in the task of MES classification. Study flow 
diagram of ML predicting endoscopic inflammation in pa-
tients with UC is shown in Figure 2.

CNN- based model and loss function

The model was constructed based on CNN. In the pro-
cess of training, the network can continuously learn the 
features of input images and update the weight param-
eters according to the back propagation of loss. In ad-
dition, in the process of inferencing, the network can 
predict the category of input image according to the 
parameters obtained by training. Different from some 
classic CNNs in classification tasks, such as ResNet,17 

F I G U R E  1  Representative images for 
Mayo scores classification in our data.

https://pan.baidu.com/s/1Q09eWJAQgkZf4lrvE5hkKg?pwd=HUST
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ResNeXt,18 and EfficientNet,19 we used High- Resolution 
Network (HRNet),20 a novel deep high- resolution repre-
sentation learning network, which was sensitive to posi-
tion information (Figure 3; See Appendix S1 for specific 
methods).

Loss function plays an important role in the training 
process of CNN. The commonly used loss function is cross 
entropy loss (CE). To avoid problems of overfitting and 
model overconfidence, label smoothing loss (LS) is used 
as a regularization method, which can make the clustering 

F I G U R E  2  Study flow diagram of 
machine learning algorithms predicting 
endoscopic inflammation in patients with 
ulcerative colitis. CNN, convolutional 
neural network.

F I G U R E  3  Architecture of Class- 
Balanced High- Resolution Network 
(CB- HRNet).
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between classifications more compact and increase the 
distance between different classes while decreasing the 
distance within the class.21

In addition, the balanced data was still randomly ex-
panded from the original unbalanced data, without essen-
tially solving the problem of class imbalance in the dataset. 
Therefore, some loss functions that could optimize this 
problem were also considered for our classification task, 
such as focal loss (FL)22 and class- balanced loss (CB23; see 
Appendix S1 for specific methods).

Experiments and statistical analysis

We used PyTorch24 to implement the above methods on a 
server with GeForce RTX 3090 and 24G memory. Model 
parameters were initialized using weights pretrained on 
ImageNet25 followed by end- to- end training. Batch size, 
learning rate, weight decay, and momentum were set to 64, 
0.002, 0.0005, and 0.9, respectively. Then, model output gen-
erated the probabilities of each MES for each image. Test- time 
augmentation26 was also applied to the inferencing process.

To prove the effectiveness of our methods, several 
evaluation metrics were used to quantify the results, in-
cluding overall classification accuracy (ACC), area value 
under the receiver operating characteristic (ROC) curve 
(AUROC), sensitivity (SES), specificity (SPC), positive 
predictive value (PPV), negative predictive value (NPV), 
and Kappa coefficient (K).

To facilitate the comparison, the MES classification task 
was further divided into four subtasks, namely MES 0/1/2/3, 
0/1/23, 0/123, and 01/23. The performances of CNN- based 
models were validated by evaluating whether it could clas-
sify each image into the right MES. The evaluation metrics 
ACC and K were calculated in all subtasks, SES, SPC, PPV, 
NPV and AUROC were only calculated in binary classifi-
cation tasks (i.e, MES 0/123 and 01/23). AUROC was cal-
culated using Python. The performances of CNN- based 
models with different strategies were compared.

Besides, in order to verify the effectiveness and robust-
ness of our method, we conducted additional experiments 

using nested K- fold cross- validation. We also compared 
our method with other prediction methods for MES in 
each round of nested K- fold cross- validation.

RESULTS

There were 3191 images in the test set, including 1177 
(36.9%) images with Mayo score of 0, 695 (21.8%) images 
with Mayo score of 1, 712 (22.3%) images with Mayo score 
of 2, and 607 (19.0%) images with Mayo score of 3. It cost 
ML algorithms the mean time of 0.18 s to generate a Mayo 
score for each endoscopic image.

Performance comparison of different 
backbone networks

The performance of HRNet compared to other prediction 
methods of MES with three common backbone networks 
(CE is used as the loss function) upon endoscopic images 
recognition of Mayo scores was shown in Table 1. All back-
bones had a high accuracy from 92.17% to 94.36% upon 
images recognition of MES 0/123 and MES 01/23 tasks, 
better than MES 0/1/2/3 and MES 0/1/23 tasks, upon 
which the accuracy differed from 82.45% to 87.37%. The 
accuracy of ResNet, ResNeXt, EfficientNet, and HRNet 
in predicting endoscopic remission was 93.54%, 93.58%, 
93.70%, and 94.36%, respectively.

HRNet achieved the best performance in each subtask, 
which obtained the accuracy of 83.92%, 87.37%, 92.60%, 
and 94.36%, respectively. Besides, the AUROCs of HRNet 
upon MES 01/23 and MES 0/123 evaluation was high up 
to 0.9698 and 0.9806, respectively.

Performance comparison of different 
loss functions

To further optimize the performance of HRNet in image 
recognition, different loss functions (HRNet is used as the 

MES Metrics ResNet ResNeXt EfficientNet HRNet

0/1/2/3 ACC, % 82.45 82.92 83.05 83.92

0/1/23 ACC, % 86.05 86.56 86.87 87.37

0/123 ACC, % 92.17 92.64 92.95 92.60

AUROC 0.9683 0.9685 0.9587 0.9698

01/23 ACC, % 93.54 93.58 93.70 94.36

AUROC 0.9768 0.9782 0.9688 0.9806

Abbreviations: ACC, accuracy; AUROC, area value under the receiver operating characteristic (ROC) 
curve; MES, Mayo Endoscopic Subscores.

T A B L E  1  Performance comparison of 
different backbone networks.
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backbone network) were used. The performance compari-
son of four loss functions is shown in Table 2. The accu-
racy of the other three loss functions (LS, FL, and CB) in 
distinguishing all MES subtasks were all slightly superior 
or equal to CE. Besides, the AUROCs of these four strat-
egies in predicting endoscopic remission were 0.9806, 
0.9770, 0.9786, and 0.9834, respectively.

After comparing the results of different CNN- based mod-
els with different loss functions, High- Resolution Network 
with Class- Balanced Loss achieved the best performance in 
all MES classification subtasks. We named this new CNN- 
based algorithm Class- Balanced High- Resolution Network 
(CB- HRNet). Its specific results for evaluation of endoscopic 
activity are shown in Table 3. The SES, SPC, PPV, and NPV 
of recognizing MES 0/123 were 92.25%, 93.20%, 95.87%, and 
87.55%, respectively. For the MES 01/23 recognition, CB- 
HRNet obtained the performance with SES, SPC, PPV, and 
NPV of 92.87%, 95.41%, 93.44%, and 95.00%, respectively. 
Kappa coefficient values of CB- HRNet in the MES 0/123 
and MES 01/23 classification were 0.8433 and 0.8836, re-
spectively. The ROC curves and corresponding AUROCs of 
binary classification tasks are shown in Figure 4.

Performance of nested K- fold cross- 
validation

Specifically, we divided the original 7978 images into K 
equal parts (here, K = 5), took the K−1 part each time as 

the training set, and the rest as the test set, and conducted 
cross- validation experiments for K times. In order to facili-
tate comparison, the cross- validation experiment was car-
ried out for the classification task of MES 01/23, and the 
specific results are shown in Tables S1 and S2. For differ-
ent test sets divided each time, CB- HRNet could achieve 
good performance, and the ACC reached 93.22%, 94.05%, 
94.67%, 94.36%, and 93.73%, respectively. Compared with 
other prediction methods (including ResNet with CE 
loss, ResNeXt with CE loss, and HRNet with CE loss), the 
cross- validation results of our CB- HRNet in each round 
were superior to those of other methods, with the high-
est accuracy increased by 10.86% and the highest AUROC 
increased by about 0.17.

DISCUSSION

In the present study, we for the first time compared the 
performance of different CNN- based models on a large 
dataset of endoscopic images from patients with UC via 
comprehensive tasks. Furthermore, we proposed a new 
CNN- based algorithm, CB- HRNet, capable of evaluating 
endoscopic activities of UC images accurately, especially 
in distinguishing endoscopic activities of MES 0 from 
MES 1- 3 and MES 0- 1 from MES 2- 3. We also described 
the AI- assisted image recognition in detail and made an 
open- source dataset, which could be a new benchmark in 
the task of MES classification.

MES Metrics CE LS FL CB

0/1/2/3 ACC, % 83.92 84.17 84.51 84.64

0/1/23 ACC, % 87.37 87.72 88.05 88.12

0/123 ACC, % 92.60 92.79 93.54 93.73

AUROC 0.9698 0.9728 0.9716 0.9754

01/23 ACC, % 94.36 94.51 94.89 95.07

AUROC 0.9806 0.9770 0.9786 0.9834

Abbreviations: ACC, accuracy; AUROC, area value under the receiver operating characteristic (ROC) 
curve; CB, class- balance loss; CE, cross entropy loss; FL, focal loss; LS, label smoothing loss; MES, Mayo 
Endoscopic Subscores.

T A B L E  2  Performance comparison of 
different loss functions.

T A B L E  3  Specific results of CB- HRNet.

MES ACC (%) AUROC SES (%) SPC (%) PPV (%) NPV (%) K

0/1/2/3 84.64 / / / / / 0.7788

0/1/23 88.12 / / / / / 0.8034

0/123 93.73 0.9754 92.25 93.20 95.87 87.55 0.8433

01/23 95.07 0.9834 92.87 95.41 93.44 95.00 0.8836

Abbreviations: ACC, accuracy; AUROC, area value under the receiver operating characteristic (ROC) curve; CB- HRNet, Class- Balanced High- Resolution 
Network; K, Kappa coefficient; MES, Mayo Endoscopic Subscores; NPV, negative predictive value; PPV, positive predictive value; SES, sensitivity; SPC, 
specificity.
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There were several studies demonstrating the ability 
of AI assessing endoscopic disease activity in patients 
with IBD. A study trained the CNN with 26,304 colo-
noscopy images from 841 patients with UC and then 
validated the model with other 3981 images from 114 
patients with UC, showing a high level of performance 
with AUROCs of 0.86 and 0.98 to identify MES 0 and 
MES 0- 1, respectively.11 It demonstrated the better per-
formance when recognizing a mucosal healing state 
(MES 0- 1) than MES 0, which was consistent with our 
findings, regardless of different CNN- based models. 
In another prospective validation study, the deep neu-
ral network for evaluation for UC endoscopic index 
of severity (UCEIS) identified 875 patients with endo-
scopic remission with 90.1% accuracy and a Kappa co-
efficient of 0.798.27 Similarly, using the CNN to learn 
14,862 colonoscopy images from patients with UC and 
test 1652 images from 304 patients with UC, Stidham 
et al.6 found ML could distinguish MES 0- 1 from MES 
2- 3 with a sensitivity of 83.0% and PPV of 0.86. Another 
recent study using 777 images from the publicly avail-
able Hyper- Kvasir dataset showed across MES 1, 2, and 
3, average SPC was 85.7%, average SES was 72.4%, av-
erage PPV was 77.7%, and average NPV was 87.0%.28 In 
our study, the results showed HRNet could identify en-
doscopic remission with 94.36% accuracy and AUROC 
of 0.98. Meanwhile, HRNet obtained the highest accu-
racy and AUROC in the Mayo 01/23 task compared with 
three classic CNNs. To be noted, CB- HRNet showed ex-
cellent diagnostic ability of endoscopic remission with 
a sensitivity of 92.87%, PPV of 0.93, and Kappa of 0.88. 
Together, AI based CNN algorithms have shown the 
great potential and clinical value in the future.

ResNet, a more frequently used CNN architecture 
in IBD, has been used for differential diagnosis of CD, 
grading CD ulcerations, and grading UC for MES, but 
with variable performance and limited reproducibil-
ity.29– 33 Specifically, the accuracy of ResNet predict-
ing endoscopic remission was 72.02%, compared with 
84.52% of InceptionV3, 73.81% of VGG19, and 87.50% 
of DenseNet, respectively. To the best of our knowledge, 
although it has been the only study reported on the com-
parison of different CNN architectures in grading endo-
scopic images of UC so far, the limitations were marked 
with small samples, unsatisfactory performance, class 
imbalance among more moderate/severe cases, selec-
tion bias, and lack of multiclass classifcation.33 We used 
a larger dataset and we introduced HRNet, which was 
one of novel CNNs and initially applied to the task of 
human pose estimation. Although there is a way for 
classic CNNs to obtain strong semantic information 
through downsampling, and then upsampling to recover 
high- resolution position information. However, it will 
result in the loss of a large amount of valid information 
in the continuous up- down sampling process. HRNet 
can reduce the loss and maintain high- resolution during 
the whole process.20 In the MES classification, lesions 
tend to only exist in a certain area of endoscopic images, 
and the granularity of differentiation between differ-
ent categories is small. Hence, such a position- sensitive 
high- resolution network can be more informative and 
bring more interpretability in our task. The reduction 
of accuracy is a major concern limiting the AI models 
at the time of transferring them to a real environment.34 
The cross- validation results demonstrated the superi-
ority of our method in image interpretation, especially 
compared with current common AI methods used in 
the evaluation tasks of endoscopic images, implying the 
possibility of its implementation in clinical practice.

Furthermore, to avoid the selection bias as far as pos-
sible, we include all images taken by a single colonos-
copy examination. To assess the identifying ability of 
our new CNN algorithm, we included a larger propor-
tion of validation samples and more endoscopic images 
of MES 1, MES 2, and MES 3. To include more informa-
tion of endoscopic images and generate a balanced data-
set, we used an augmentation strategy in the stage of 
image processing. Noticeably, few studies were reported 
about the separate Mayo 0/1/2/3 recognition of endo-
scopic images of UC.6 Stidham et al. showed that the 
accuracy of identifying MES 0, MES 1, MES 2, and MES 
3 by using Inception V3 architecture were 89.6%, 54.5%, 
69.9%, and 74.3%, respectively.6 However, the accuracy 
of identifying MES 0/1/2/3 subtask by CB- HRNet can 
reach 84.64%, and the AUROC obtained by CB- HRNet 
in the Mayo 0/123 task was 0.9754. As for implementing 

F I G U R E  4  ROC curves of Class- Balanced High- Resolution 
Network (CB- HRNet). AUROC, area value under the receiver 
operating characteristic; MES, Mayo Endoscopic Subscores; ROC, 
receiver operating characteristic.
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the Mayo 0/1/23 task, the accuracy of each CNN- based 
model was able to maintain from 86.05% to 87.37%. 
Their declined distinguishing abilities might be mainly 
caused by difficulties to divide a true Mayo 1 into the 
Mayo 1 task accurately, especially when considering am-
biguous endoscopic characteristics, such as scars, little 
red spots, and the extent of erythema and congestion. 
Consistent with the reported study, we also found that 
it was more difficult to precisely sort endoscopic images 
scored with MES 1 and MES 2 compared with MES 0 
and MES 3.6 However, we introduced three other loss 
functions to regularize the classifications and reduce the 
class imbalance of datasets in the CNN training process. 
The results demonstrated that they could improve the 
performance of HRNet identifying endoscopic inflam-
mation, among which CB- HRNet was able to optimize 
the results of each Mayo task.

When evaluating the endoscopic inflammation status 
of UC, the entire video is superior to still images for the 
ability to understand the comprehensive and informative 
impression of endoscopy. The neural network gained ex-
cellent agreement with central readers identifying endo-
scopic videos from patients with UC, with Kappa value 
of 0.844 for MES.12 Yao et al. demonstrated that the CNN 
model could exactly distinguish remission versus active 
disease in 83.7% videos, whereas only predicting accu-
rately the MES in 57.1% unaltered clinical trial videos.35 
Challenges and difficulties of automated video recogni-
tion are the same as still image recognition, which are the 
accurate assessments of MES 1 and MES 2. It is believed 
that a fine designed ML algorithm will improve the perfor-
mance and reliability of AI. In this study, we proposed a 
new CNN- based algorithm which might have great poten-
tial for broad applications in IBD.

Besides qualified recognition of fine lesions and deli-
cate calculation of image scoring with less variance, an-
other big advantage of AI application is saving time and 
labor. The CNN- based algorithm was capable of reducing 
the average time required for reading images performed 
by capsule endoscopy from 96.6 min to 5.9 min,36 or read-
ing a 20- min colonoscopy video in 18 s.6 It even took less 
than 0.2 s to obtain a result from the input of an endo-
scopic image.27 Compared with unsupervised learning, 
supervised learning is faster to finish tasks because data 
are labeled previously. In our algorithm, the mean time 
of reading an endoscopic image and giving a Mayo score 
was just 0.18 s.

There were several limitations in this study. First, this 
was a retrospective study with data obtained from four 
centers in one hospital. The model we developed has 
not undergone rigorous external validation, only cross- 
validation instead. Second, we only detected the per-
formance of CNNs when evaluating the inflammation 

with MES system. However, UCEIS or a newly score 
system, Degree of Ulcerative colitis Burden of Luminal 
Inflammation (DUBLIN) score, are more refined meth-
ods with more items to evaluate inflammation severity.37 
There lacked the comparison of CNN performance upon 
the evaluation of these indices. Third, we did not develop 
the AI system based on real- time video, although appli-
cation of similar methods to videos is early in develop-
ment. Finally, recognition of the separate feature, such as 
vascular pattern, bleeding, and erosions and ulcers, was 
not designed in the study. We did not observe what fea-
tures were aiding in predicting endoscopic activity and 
how it matched up with expert graders of images. But 
importantly, the study highlighted the performance of a 
new CNN algorithm and its promising role in transform-
ing AI studies into clinic care. Future strategies, includ-
ing expanding samples, detailed UC characteristics of 
endoscopic and histologic interpretation, and assessment 
of CD both in still images and videos, have been under 
consideration to validate the capability of this new ML 
algorithm.

CONCLUSION

We proposed a new CNN- based algorithm, CB- HRNet, 
to evaluate endoscopic activity of UC with excellent per-
formance, showing great distinguishing ability of all four 
MES and especially good at determining endoscopic re-
mission in UC. CB- HRNet will greatly help to improve the 
accuracy and consistency of endoscopic evaluation in all 
IBD centers and hospitals. Wide application of this CNN- 
based algorithm for endoscopic image recognition in pa-
tients with UC warrants further exploration.
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