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Objectives:  The aim of the study was to evaluate the efficacy of traditional supervised 
learning (SL) and semi-supervised learning (SSL) in the classification of mandibular third 
molars (Mn3s) on panoramic images. The simplicity of preprocessing step and the outcome 
of the performance of SL and SSL were analyzed.
Methods:  Total 1625 Mn3s cropped images from 1000 panoramic images were labeled for 
classifications of the depth of impaction (D class), spatial relation with adjacent second molar 
(S class), and relationship with inferior alveolar nerve canal (N class). For the SL model, 
WideResNet (WRN) was applicated and for the SSL model, LaplaceNet (LN) was utilized.
Results:  In the WRN model, 300 labeled images for D and S classes, and 360 labeled images 
for N class were used for training and validation. In the LN model, only 40 labeled images for 
D, S, and N classes were used for learning. The F1 score were 0.87, 0.87, and 0.83 in WRN 
model, 0.84, 0.94, and 0.80 for D class, S class, and N class in the LN model, respectively.
Conclusions:  These results confirmed that the LN model applied as SSL, even utilizing a 
small number of labeled images, demonstrated the satisfactory of the prediction accuracy 
similar to that of the WRN model as SL.
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Introduction

Panoramic radiography is the first-choice diagnostic 
tool to evaluate the third molar extraction difficulty. 
The surgical difficulty and complication risk could be 
evaluated through the information about the depth of 
impaction, and spatial relation to adjacent anatomic 
structures such as a second molar, inferior alveolar 

nerve canal, and maxillary sinus obtained from this 2D 
image. Based on the panoramicradiography findings, the 
decision to take additional cone beam computed tomog-
raphy (CBCT) images and/or referral to an oral and 
maxillofacial surgeon can be performed. According to 
the surgical difficulty, the operation planning including 
time schedule and instrument tool preparation is orga-
nized. Also, it serves as the medical insurance claim data 
recording.1,2
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Recently studies about the application of artificial 
intelligent models in the analysis of medical3–5 and dental 
images6–9 were published.Most of the papers were based 
on the supervised deep-learning models (SL) that need 
large amounts of labeled training data. In real-world 
scenarios, we often find that labels are scarce, prone to 
error, time-consuming to collect, and require effort by 
specialized personnel for the labeled data. Therefore, 
obtaining a well-representative dataset is a major limita-
tion of this machine learning model.

This limitation motivated the development of models 
that provide less reliance on the labeled data model 
and reduced complexity such as semi-supervised deep 
learning (SSL). The purpose of SSL is to extract infor-
mation from unlabeled data in combination with a 
small amount of labeled data while producing results 
comparable to traditional SL.10,11 Recent SSL studies 
have shown remarkably accurate results comparable 
to SL studies. And the gap between both models is 
much smaller now than it was even a few years ago.12–15 
However, the application of SSL model on dental 
panoramic image analysis is not well studied.

In this study, the efficacy of traditional SL and SSL 
in the classification of mandibular third molars (Mn3s) 
on the panoramic images were evaluated to access the 
simplicity of preprocessing step and the outcome of the 
performance.

Methods and materials

Ethical approval
This study was conducted in accordance with the guide-
lines of the World Medical Association Helsinki Decla-
ration for biomedical research involving human subjects. 
This study was approved by the Institutional Review 
Board (IRB) and Clinical Data Warehouse (CDW) data 
review board of the Catholic University of Korea, Cath-
olic Medical Center(CIRB-20210503–001). The IRB 
waived the written documentation of informed consent. 
Data were collected and administrated by CDW and 
the images were exported under supervise of Enterprise 
Data Platform (EDP) of The Catholic University of 
Korea Catholic Information Convergence Institute.

Data collection
We searched retrospectively the list of subjects who 
visited Eunpyeong St. Mary’s Hospital, St. Vincent 
Hospital, or Seoul St. Mary’s Hospital of Catholic 
Medical Center from 2016 to 2020 with panoramic 
image taken under a diagnosis of “impacted tooth”. 
Panoramic radiographs were obtained using ProMax 
(Planmeca, Helsingki, Finland) or Kodak 8000 Digital 
Panoramic System (Carestream Health Inc., NY, USA) 
according to the user manual. The patient’s data list 
was subjected to an automatic de-identification under 
the CDW system. From the collected list, approxi-
mately 16,475 panoramic images were downloaded and 
protected by the EDP system in JPEG format. Of these 
radiographs, 1000 images were randomly selected and 
labeled. From a total of 1000 panoramic images, 1625 
Mn3s cropped images were prepared for learning. The 
panorama radiographs with low resolution or patho-
logic lesion such as cyst and tumors were excluded 
(Figure 1).

Data preprocessing for classification
Each third molar was classified based on the depth 
of impaction, the spatial relation to adjacent second 
molars, and the relationship with inferior alveolar nerve 
canal of Mn3 (Table 1):

Figure 1  Summary of data collection process IRB, Institutional Review Board; CDW, Clinical Data Warehouse; EDP, Enterprise Data Platform

Table 1  Three categories of classifications of mandibular third 
molars

Class Subclass Definition of classification

Depth of impaction 
(D)

D0 Mn3 was missed

D1 Entire crown was uncovered 
by the bone,

D2 Less of 2/3 crown part was 
covered by the bone

D3 The 2/3 or more of crown 
part was covered by the bone

Spatial relation (S) S0 Mn3 was missed

S1 Close to parallel

S2 Close to Mesio-angulation

S3 Close to perpendicular

Relationship with 
IAN (N)

N1 No contact with IAN

N2 Contact with IAN

IAN, inferior alveolar nerve canal; Mn3, mandibular third molar.
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1. D class:  The impacted crown level of Mn3 into the 
alveolar bone was set as the evaluation point. When the 
Mn3 was missed, D class was recorded as D0. When its 
entire crown was uncovered by the bone, it was classified 
as D1. When less than 2/3 of the crown part was covered 
by the bone, it was recorded as D2. When 2/3 or more 
of the crown part was covered by the bone, we marked 
it as D3.

2. S class:  The long axis of Mn3 was compared with 
the adjacent second molar. When the Mn3 was missed, 
the S class was recorded as S0. When they were close to 
parallel, it was recorded as S1 (vertical). When they were 
close to perpendicular, we marked it as S3 (horizontal). 
Otherwise, it was recorded as S2 (mesial) when the long 
axis of Mn3 was inclined to mesial. We excluded the 
disto-angulation subclass because it has a much smaller 
number of cases than the other S subclasses. This is 
because cases where Mn3s are distoangulated clinically 
are rare compared to other angles.

3. N class:  When the Mn3 was not in contact with the 
inferior alveolar nerve canal, the N class was recorded 
as N1. When the Mn3 was in contact with the inferior 
alveolar nerve canal, we marked as N2.
Web-based data labeling tool was installed in The Cath-
olic University of Korea Catholic Information Conver-
gence Institute. Two oral and maxillofacial surgeons 
classified each category and marked a bounding box as 
Region of Interest (ROI) on Mn3s manually (Figure 2). 
Every labeled subclass was cross-verified. Images with 
complete agreement by both surgeons were used for 
learning. Every bounding box was cropped and resized 
to 264 × 264 pixels. Since the number of instances for 
each class was unbalanced, a rule has been established 
that at least one subclass must have at least 100 instances. 
The number of instances per subclass was made as 
uniform as possible within the collected dataset. Fewer 
subclasses were merged or excluded. Also, a re-sampling 
technique was applied to uniformly match the amount 
of data.

Modeling and learning
For WideResNet (WRN) model as the SL model, we 
used stochastic gradient descent as optimizer with a 
learning rate of 0.005, a mini-batch size of 8, and a 
momentum of 0.9. For LaplaceNet (LN) as the SSL 
model, the same optimizer with learning rate of 0.01, 
weight decay of 0.0005, mini-batch size of 40, and 
momentum of 0.9 was customized. Dataset for WRN 
was split into three disjoint sets, including a training set, 
a validation set, and a test set and the data set for LN 
was also split into three disjoint sets, including a labeled 
set, an unlabeled set, and a test set.In the WRN model, 
300 labeled images for D and S classes, and 360 labeled 
images for N class were used as training and validation 
sets. In the LN model, only 40 labeled images for D, S, 
and N classes were used for learning. The number of 
images in the labeled set of LN was the same as that in 
the validation set of WRN; the number of images in the 
unlabeled set of LN was the same as in the training set 
of WRN; and the test set for LN had the same number 
of images for WRN (Table 2).

Performance analysis
The accuracy, sensitivity, precision, and f1 scores were 
calculated to evaluate the performance of each model. 
Python programming language (v. 3.7.11), Pytorch 
(v.1.8.2), and graphics card (Nvidia Quadro 6000 8 GB 
*2) were used for analysis.

Results

Table 3 shows the performances of WRN and LN model 
evaluated with accuracy, sensitivity, precision, and f1 
scores. The best performance of WRN was obtained 
using 50 epochs.In the WRN model, the accuracy of 
D class, S class, and N class were 0.87, 0.91, and 0.86, 
respectively. The sensitivity of D class, S class, and N 
class were 0.88, 0.87, and 0.85, respectively. The preci-
sion of D class, S class, and N class were 0.90, 0.90, and 

Figure 2  Labeled classification of mandibular third molars through web-based data labeling tool
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0.85, respectively. The f1 scores of D class, S class, and 
N class were 0.87, 0.87, and 0.83, respectively. The best 
performance of the LN was obtained using 47 epochs 
in D class, 51 epochs in S class, and 160 epochs in N 
class. In the LN model, the accuracy of D class, S class, 
and N class were 0.80, 0.95, and 0.81, respectively. The 

sensitivity of D class, S class, and N class were 0.88, 0.95, 
and 0.85, respectively. The precision of D class, S class, 
and N class were 0.82, 0.94, and 0.82, respectively. The 
f1 scores of D class, S class, and N class were 0.84, 0.94, 
and 0.80, respectively. Figure  3 shows results of both 
WRN and LN models as a confusion matrix. Consid-
ering that the higher the diagonal value of the confusion 
matrix, the more accurately predictive model, the figure 
presented significant accurate diagnosis in both WRN 
and LN models.

Discussion

In this study, classifications of the depth of impact, the 
spatial relation to the adjacent second molar, and the 
relationship with the inferior alveolar nerve canal of 
the Mn3s, which determine surgical difficulty and risk 
of nerve damage, were trained and predicted using two 
different deep learning models, a WRN as an SL model 
and an LN as an SSL model. Through this study, it was 
found that SSL with only 10 or 20 labeled images in 
each class that would require less time, effort, and cost 
in data preprocessing showed high accurate predict-
ability (F1 score: 0.80–0.94), similar to that of the tradi-
tional SL model (F1 score: 0.83–0.87). To the best of 
our knowledge, this study is significant in that it is the 
first study using SSL for the classification of panoramic 
radiographs.

Surgical extraction of Mn3s is one of the most 
common surgical treatments performed by general 
dental practitioners and oral and maxillofacial surgeons 
worldwide.1 Therefore, since the early days of deep 
learning applied to the dental field, the segmentation 
and classification of Mn3s and related IANs have 
been continuously studied.7–9,16 In 2020, Fukuda et al.7 
reported the classification of the relationship between 
Mn3s and IANs in 600 labeled panoramic images 
using three different SL neural networks (AlexNet, 
GoogLeNet, and VGG-16). All three deep learning 
models showed good accuracies of 0.71–0.90.7 In 2021, 
Yoo et al.9 reported the classification of depth, ramal 
relationship, and angulation of Mn3s in 600 labeled 
panoramic images using ResNet-34. In their SL study, 
prediction accuracies for depth, ramal relationship, and 
spatial relationship (angulation) were 0.79, 0.82, and 
0.90, respectively.9 In our study, accuracies for the clas-
sification of the depth of impaction, spatial relation to 
adjacent second molar, and the relation between Mn3s 
and IANs were 0.87, 0.91, and 0.85, respectively, in the 
SL model using WRN. And 0.80, 0.95, and 0.81, respec-
tively, in the SSL model with very few labeled images 
through LN in this study. It is very meaningful that the 
accuracy of SSL showed comparable results to the accu-
racy of SL in this study and previous studies.

WRN model as an SL model is a novel network 
with decreased depth and increased width of residual 
networks.17 Because of that, the WRN provides better 
performance and faster training than previous deep 

Table 2  Dataset for WideResNet and LaplaceNet

Model Class Subclass Training set Validation set Test set

WideResNet D D0 65 10 19

D1 65 10 12

D2 65 10 79

D3 65 10 72

total 260 40 182

S S0 290 10 19

S1 290 10 52

S2 290 10 46

S3 290 10 66

total 1160 40 183

N N1 160 20 21

N2 160 20 41

total 320 40 62

Model Class Subclass Labeled set Unlabeled set Test set

LaplaceNet D D0 10 65 19

D1 10 65 12

D2 10 65 79

D3 10 65 72

total 40 260 182

S S0 10 290 19

S1 10 290 52

S2 10 290 46

S3 10 290 66

total 40 1160 183

N N1 20 160 21

N2 20 160 41

total 40 620 62

D, depth of impaction of mandibular third molar; S, spatial 
relation with adjacent second molar of mandibular third molar; N, 
relationship with inferior alveolar nerve canal of mandibular third 
molar

Table 3  Results of classification performance through WideResNet 
and LaplaceNet

Model Class
Best 

epochs Accuracy Sensitivity Precision
F1 

score

WideResNet D 50 0.87 0.88 0.90 0.87

S 50 0.91 0.87 0.90 0.87

N 50 0.86 0.85 0.85 0.83

LaplaceNet D 47 0.80 0.88 0.82 0.84

S 51 0.95 0.95 0.94 0.94

N 160 0.81 0.85 0.82 0.80

D, depth of impaction of mandibular third molar; S, spatial 
relation with adjacent second molar of mandibular third molar; N, 
relationship with inferior alveolar nerve canal of mandibular third 
molar
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learning networks, achieving new state-of-the-art 
(SOTA) and significant improvements on ImageNet.17 
Thus, deep learning using the WRN model has been 
actively studied in the analysis of medical images.18–20 
LN model as an SSL model is a graph-based pseudolabel 
approach for semi-supervised classification with greatly 
reduced model complexity and amount of labeled 
data required for deep learning.10 LN model achieved 
SOTA for semi-supervised image classification in 2021.10 
However, so far, there has been no deep learning study 
using the LN model for the classification of medical-
dental images to the best of our knowledge. Training deep 
learning models often rely on access to large amounts of 
labeled training data.10 However, gathering a sufficient 
amount of labeled training medical data is unrealistic 
because it is impossible to share a large amounts of 
patients’ private medical records between institutions. A 
single institution does not have many both normal and 
abnormal anatomical images in equal proportions (class 
imbalance).14 To use images as training data, a compli-
cated procedure according to medical ethics is required. 
In addition, it requires a lot of time and effort by several 
specialists who have expert medical knowledge in such 
a special medical field to collect a large amount of 
highly accurate labeled medical data. This process is too 
expensive and time-consuming. Thus, learning with less 
labeled data has been a longstanding challenge of artifi-
cial intelligence (AI) research.12 At that point, the need 
for developing SSL with high accuracy comparable to 
SL is increasing, especially in the medical field.

In recent years, semi-supervised deep learning has 
been applied to the medical field. In 2021, Han et al13 
studied the SSL model adopting the architecture of 
efficient Net-b0 for discriminating between coronavirus 
disease 2019 (COVID-19) and common pneumonia 

CT images. In their study, the SSL model showed an 
accuracy of 97.32%, higher than the SL model used 
for comparison. In 2022, Kuo et al.15 reported semi-
supervised and automatic segmentation algorithm 
model by combining MobileNet, squeeze-and-excitation 
networks (SENet), and ResNet for scoring chronic 
rhinosinusitis from a total of 175 CT sets, with 50 
participants. The SSL approach achieved SOTA perfor-
mance for sinus segmentation and provided a sensitively 
reproducible scoring method for measuring the severity 
of chronic sinusitis compared to the traditional scoring 
system. In 2023, Qayyumetal.21 reported dental caries 
detection and segmentation using the periapical radio-
graphs. In this study, SSL using only 40 labeled images 
showed comparable accuracy with SL model. In our 
study, the SSL model with only 10 or 20 labeled images 
in each class adopting LN showed comparable accu-
racy, sensitivity, precision, and F1 score to the SL model 
adopting WRN. Especially, in the classification of 
spatial relation to adjacent second molar, the F1 score 
of the SSL approach (0.94) was higher than that of the 
SL approach (0.87). This might be because the number 
of instances for each class in the spatial classification 
showed an almost uniform distribution compared to the 
other two classifications. Various methods should be 
further considered to avoid the trivial collapse of repre-
sentations problem of the SSL model that might occur 
due to class-specific instance imbalance that inevitably 
occurs in clinical medical images.12

This study also has some facts to consider. First of all, 
it is a known fact that to obtain reliable results, external 
validation using panoramic radiograph datasets from 
other institutions is necessary.22 However, since each 
medical imaging data contain private personal informa-
tion, such data are primarily protected and ​locked.​and 

Figure 3  Confusion matrix of the classification results. A showed the result of WideResNet model. B showed the result of LaplaceNet model. 
D, depth of impaction of mandibular third molar; S, spatial relation with adjacent second molar of mandibular third molar; N, relationship with 
inferior alveolar nerve canal of mandibular third molar
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not easily accessible and shareable between different 
institutions due to medical ethical issues.23 Nevertheless, 
this study is characterized by the collection and de-iden-
tification of the data from three different hospitals of 
our university using CDW system. And the panorama 
image files were downloaded and protected by the EDP 
system. We collected data from three hospitals located 
in different districts and different panorama equipment 
systems. It would be contributed to diminishing the 
overfitting

Second, for the SSL, we used the LN model that uses 
deep semi-supervised classification model learning.10 So 
the bounding boxes we had marked in the panorama 
image were cropped and used for the classification, not 
for detection. Going one step further, in a future study, 
an SSL model with detection can automatically locate 
the teeth and analyzed them.

Conclusion

This perspective preliminary study was to focus on the 
SSL model that could be used for the classification of 
dental panoramic images, like SL model which has been 
studied in the field of deep learning. Thus, the study 
evaluated the efficacy of the SSL and SL models in the 
diagnosis of the impacted Mn3s on panorama image. 
LN model applied as SSL, even utilizing a small number 
of labeled images (only 10 or 20 labeled images in each 
class), demonstrated satisfactory results in accuracy, 
sensitivity, precision, and f1 scores. These outcomes were 
similar to that of the traditional SL model. One of the 
reasons for the good performance of SSL model in this 
study is that not only the training data of SL, but also 
the labeled data of SSL reflected all patterns within the 
population appropriately. It shows the possibility that 
the SSL would require less time, effort, and cost during 
the data preprocessing and also provide a satisfactory 

outcome as SL when a small amount of labeled dataset 
of SSL reflects all patterns in the population well. More 
studies are needed for SSL to be used clinically in the 
dental images in the future.

More clinical and transdisciplinary medical and 
advanced technological studies are needed to improve 
accurate predictions and consistent performance of AI 
and minimize the effort during preprocessing step. In 
the future, it would assist humans in the medical and 
dental fields for better performance.
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